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Abstract

To be effective in assistive tasks, robots need to be capable of performing tasks

programmed by non-expert users. Tool-use and assembly tasks are of particular

interest as assistive tasks because they present many challenges such as reasoning

over interactions between multiple objects and performing complex manipulation

behaviors. Considering safety-critical domains further complicates robot reasoning by

constraining these manipulation tasks and requiring that robots perform tool-use

tasks subject to a wide range of safety considerations.

In this dissertation, we address the problem of reliable autonomous tool manip-

ulation in safety-critical domains. Our goal is to advance planning and execution

capabilities in tool-use object manipulation tasks through simple explainable models,

enabling robots to engage in dialogue about safety on human-robot teams. We

address the following challenges for safely executing tool-use tasks: (1) autonomously

composing multi-objective behaviors (actions that satisfy multiple goals); (2) robustly

modeling tool grasps and generalizing grasps to novel tools; and (3) reasoning over

and engaging in dialogue about safety while performing tasks in different domains.

To perform multi-objective manipulation tasks, we explore reasoning over com-

posable causality in furniture assembly tasks. We expect robots to autonomously

compose behaviors to achieve given objectives without solely relying on qualitative

observations from expert programmers. To formalize the composable causality of multi-

objective actions, we propose a causal control basis . The causal control basis annotates

the elements of a typical control basis (a set of controller behaviors) with causal

information describing how a multi-objective action functions in an assembly task.
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The robot uses the causal control basis to estimate the likelihood that different com-

positions of behaviors achieve the intended effect. The causal control basis effectively

reduces reliance on expert knowledge engineering for performing complex actions,

making the execution of these behaviors more explainable.

To further improve dexterous robot manipulation, we explore grasp reflex modeling

through tactile servoing for robustly achieving tool grasps in manipulation tasks. We

propose a grasp reflex model , a simple explainable model that detects meaningful

adjustable states describing the robot’s end-effector pose relative to the tool being

grasped. Our trained grasp reflex model identifies statistically significant variables from

the end-effector data, and when deployed on the robot, we find that our grasp reflex

model achieves one-shot tactile servoing on 6 novel tool instances. Our proposed

grasp reflex model is simple enough to be explainable and is reliable and generalizable

enough to be trusted in tool manipulation tasks in safety-critical domains.

Towards tool-use and manipulation in safety-critical problem domains, we suggest

that humans and robots must challenge each other’s assumptions, minimize overtrust,

and characterize risks. To make robots active, trustworthy collaborators, we propose

the human-robot red teaming paradigm for safety-aware reasoning . We demonstrate that

a human-robot red team can engage in dialogue about safety and improve the team’s

understanding of a problem domain. From these interactions, the robot learns to

plan to complete tasks safely and mitigate risks during task execution. Safety-aware

reasoning allows the robot to reason over and perform tool-use manipulation tasks

alongside a human user under varying definitions of safety.

Taken together, our work emphasizes the importance of minimal expert knowledge

engineering, interactions with non-expert users, and explainable methodology and

models for robot manipulation capabilities. These factors justify the trust human users

place in robot systems, and enable robots to reliably perform complex manipulation

tasks on human-robot teams in safety-critical problem domains.
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Chapter 1

Introduction

1.1 Robots in Space Exploration and Extreme Environments

As robots become more intelligent, capable, and present in different environments,

they face increased opportunities for risk or damage. In extreme environments with

high-stakes applications, robots must be capable of addressing a wide variety of

challenges and operate safely in difficult conditions.

Safety in robotics applications can have varying definitions depending on the

anticipated hazards. As seen in Figure 1.1, many factors contribute to the risk

of a task, including the environment, the presence of humans, and the level of

robot autonomy. Low-risk applications include highly constrained environments, robots

operating without humans nearby, and/or low levels of robot autonomy. High-

risk applications include dynamic and unconstrained environments, robots operating

alongside humans, and/or high levels of robot autonomy. Figure 1.2a depicts robots

facing different environmental risks. Robots operating in an unconstrained, dynamic

environment such as a lunar habitat will face more hazards than robots operating

in a highly controlled environment such as a factory assembly line. Figure 1.2b

shows robots facing risks induced by humans in the environment. A Mars rover

may face environmental risks, but because there are no humans on the Martian

surface, the risk of human injury is negligible. In contrast, a household robot is

expected to operate in human environments alongside the human inhabitants of
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Figure 1.1: Several factors affect the risks in a problem domain, including environ-
ment, human presence, and level of robot autonomy. Figure 1.2 explores each risk
factor in more detail.

the home, making the risk to human life significantly greater. Finally, Figure 1.2c

portrays robots operating with different levels of autonomy. A robot expected to

reason and act autonomously (even if that autonomy is supervised by or shared with

human operators) will face more hazards than a robot that is teleoperated or fully

controlled by a human operator. For example, Robonaut helped astronauts perform

maintenance tasks on the International Space Station (ISS) but was always fully

controlled and teleoperated by astronauts or ground control. Because the human

operators had full control over the robot, Robonaut functioned like any other tool,

meaning the ISS crew accepted the usual operating risks associated with human

decision-making. In contrast, a robot operating with its own autonomy must be able

to identify hazards, assess risks, and perform tasks safely the same way a human

operator would.
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(a) Low environmental risks include industrial assembly line robots [15] operating in highly constrained environments.
High environmental risks include dynamic, unconstrained environments, such as robots operating in NASA’s vision for
consistent presence and extended habitation on the lunar surface [16].

(b) Robots operating without humans present face lower risks, such as the Mars rovers [17, 18, 19]. Human presence
increases the risks, such as Valkyrie performing tool-use tasks [20] in terrestrial household environments.

(c) Teleoperation of Robonaut [21] onboard the International Space Station (ISS) lowers the level of robot autonomy and
therefore lowers the operating risks. The shared autonomy of iMETRO [22, 23] increases the operating risks.

Figure 1.2: Factors that affect the risks in safety-critical robotics applications, as seen along several spectra. We
consider hazards with respect to potential risk to human life, ranging from minor injury to potentially life threatening.
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We consider robots performing assistive tasks in pursuit of space exploration to

be towards the upper extreme of task domains in terms of safety requirements and

risks that robots may face, as shown in Figure 1.2. Space exploration not only

presents high-stakes hazards and risks to human life, but also presents unique robotics

challenges [24] that must be faced. While in space, robots must perform manipulation

tasks in micro-gravity [25]. Robots must work collaboratively on different types of

teams, such as human-robot teams [26] and multi-robot teams. For example, intra-

vehicular robots (IVRs) and extra-vehicular robots (EVRs) will cooperatively perform

logistics and resupply tasks for pressurized rovers on the lunar surface [27, 28].

Working alongside humans [29] in space presents further challenges since robots

are often commanded by flight control personnel or astronauts who likely do not

have extensive programming or robotics experience. Furthermore, the great distances

between ground control on Earth and astronauts and robots in space requires

that robots be operated across great time delays [30, 31]. Space robotics explores

unique challenges, which impact the robot’s ability to perform tasks in a high-stakes

environment while reasoning over safety to minimize risk to human life.

In order for robots to be trusted to operate in extreme safety-critical domains,

they must face the unique challenges of high-stakes and high-risk tasks. Firstly, robots

must have the ability to autonomously perform their commanded tasks. Manipulating

objects and using tools for assembly or maintenance tasks requires advanced reasoning

and manipulation capabilities. Secondly, robots must be able to operate safely in

these challenging domains. Robots need to identify hazards and mitigate risks in

order to perform tasks safely. Taken together, these robot capabilities must be

flexible and adaptive to different robots operating under varied definitions of safety

in extreme high-stakes domains.

This dissertation addresses two key challenges to achieve safety reasoning in tool-

use tasks: (1) learning planning policies and executing complex tool-use actions (Sec-
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tion 1.1.1), and (2) robot safety awareness and risk mitigation (Section 1.1.2).

1.1.1 Planning and Executing Actions for Tool-Use Tasks

Early robotics applications involved robots performing simple pick-and-place tasks

in highly controlled environments such as factory assembly lines. However, real-world

applications require robots to perform diverse types of interactions such as pushing,

pulling, and rotating objects [32]. An “affordance” is a property of an object that

indicates a possible way to interact with that object given the constraints of the

agent’s embodiment and the environment [33]. Object affordances can be thought

of as “action possibilities” or “opportunities for action” that can be perceived in a

situation. Based on the perceived affordances, an agent can plan how to achieve a

task by considering what “opportunities for action” it should or should not take.

The agent must also be able to execute the afforded action in order to fully

realize the task goals. Robotics research has long explored how robots can perceive

affordances, plan actions, and execute the afforded actions for different tasks.

Tool-use tasks are especially challenging [34] because they require advanced plan-

ning and action execution capabilities. In terms of planning, tool manipulation

requires robots to reason over complex task goals and interactions between the tools

and other objects manipulated by the tool [13, 35]. In terms of action execution,

using tools requires the robot to ground object understanding in robot action [36],

intentionally interact with the tools in order to achieve the larger manipulation

task [37, 38, 39], and perform complex motions [5, 40, 7, 41, 42, 43, 44] to carry

out the tool-use behavior.

Complex tool-use actions often take the form of multi-objective actions [45, 46, 47,

48, 49, 50], which achieve multiple sub-goals with a single action. Figure 1.3 (from

Platt et al. [1]) shows several examples of multi-objective actions, where the robot

performs various reaching tasks while maintaining a secure grasp on a ball. As
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(a) Two-handed reach. (b) Transfer grasp. (c) One-handed reach.

Figure 1.3: Examples of multi-objective actions from Platt et al. [1], reprinted with
permission of the authors. The robot performs a series of tasks while keeping the
ball in-hand, demonstrating its ability to reason over multiple sub-goals concurrently.
The robot first achieves a two-handed grasp and moves the ball around the workspace
while maintaining the secure grasp (Figure 1.3a). Then the robot transfers from a
two-handed grasp to a one-handed grasp without dropping the ball (Figure 1.3b).
The robot again moves the ball around the workspace while maintaining a secure
one-handed grasp (Figure 1.3c).

another example, screwing in a screw requires positioning the screwdriver tip relative

to the head of the screw, aligning the screwdriver with the screw, and rotating

along an axis in order to drive the screw. Such multi-objective actions are executed

by composing multiple behaviors from a control basis [45, 46, 47, 48], which is a set

of controller behaviors that can be executed or combined to result in more complex

actions than the basis behaviors. The combinations of these multi-objective behaviors

are generally predefined by expert programmers to yield the expected robot behavior.

Providing robots with the reasoning capabilities to autonomously compose controllers

in manipulation tasks [6] remains an open area of research.

Especially in safety-critical domains, robots need to be capable of performing

their commanded tasks. Our work explores methods to advance robot planning and

execution of multi-objective tool-use behaviors with minimal knowledge engineering

from experts.

1.1.2 Safety Reasoning and Risk Mitigation

While improving robot capabilities is an immensely important research goal, many

works do not consider how the robot should perform these capabilities safely [51].
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This lack of safety reasoning is troubling, as there is clear consensus about the

importance of safe operations, especially in environments where robots operate along-

side humans [52, 53, 54, 55, 56, 57]. Researchers may not consider safety due to

overtrust in the robot’s capabilities and overtrust that the human operator will

appropriately evaluate safety [58, 59].

In collaborative safety-critical tasks such as space exploration, trust between

humans and robots is crucial [60, 61, 62, 63]. Humans may mistrust robots for

a variety of reasons. Unpredictable robot behaviors may not meet the humans’

expectations. A lack of explanation on why the robot performed an action or made

a particular assessment can lead to confusion for human operators [58]. Not only

do such robot behaviors lead to mistrust and poorly calibrated trust, but these

unpredictable, unreliable, and inexplicable robot behaviors also have the potential to

be unsafe or create unsafe operating conditions [64]. In contrast, if a human better

understands what the robot is doing and why, they are more likely to trust the

robot appropriately.

To promote understanding within human-robot teams in safety-critical domains,

we expect human and robot agents to communicate. In this dissertation, we explore

the role of several key components for communication and shared understanding on

human-robot teams. We refer to these collective components as the Communication

and Understanding through Red teaming, Explanation, and Dialogue (CURED)

Framework, as depicted in Figure 1.4. The three key aspects of the CURED

Framework—explanation, dialogue, and red teaming—are seen in Figure 1.4a and

described in the following sections—Section 1.1.2.1, Section 1.1.2.2, and Section 1.1.2.3,

respectively. Section 1.1.2.4 describes the collective role of the CURED Framework

components in our work.
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(a) The CURED Framework for communication achieves understanding on human-robot teams
through three components: explanation, dialogue, and red teaming.

(b) Explanation allows the robot speaker(s) to achieve new understanding in the human listener(s)
by describing shared task goals and plans of action.

(c) Dialogue enables the humans and robots to act as both speakers and listeners and engage in
bidirectional communication through which they share feedback, questions, justifications, and
clarifications.

(d) Red teaming is the process by which a red team challenges the blue team’s assumptions
about a situation, thereby encouraging the blue team to consider alternate perspectives. In our
work, we propose human-robot red teaming, which allows both humans and robots to serve on the
blue planning team or the red critic team at different times.

Figure 1.4: The Communication and Understanding through Red teaming,
Explanation, and Dialogue (CURED) Framework.
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Figure 1.5: Explainable robot reasoning from Zhang et al. [2], reprinted with
permission of the author. For explainable human-robot interactions, robots not only
need their own mental models of the environment, action space, and task goals,
but also need to understand the human’s mental model. By considering how human
mental models differ from its own, the robot can provide appropriate explanations
for its reasoning [2].

1.1.2.1 Explanations

One important aspect of communication and promoting understanding on human-

robot teams is for robots to explain their reasoning. Explanations, as depicted in

Figure 1.4b, allow the speaker to achieve new understanding in the listener by

describing shared task goals, plans of action, and justifications for how and why

the plan is predicted to work. Many works explore explainable artificial intelligence

and robotics [65, 66]. As seen in Figure 1.5 (from Zhang et al. [2]), in order for

robots to adequately explain their reasoning over a task, they need to consider how

their mental models differ from the mental models of human operators. While there

can be a disconnect between explanations and the processes being explained [67],

explanations can be a useful tool for often mistrusted robots to minimize the

differences between human and robot mental models. Especially for non-expert users

commanding robots in safety-critical domains—such as flight control personnel or

astronauts using assistive robots in space exploration applications—explanations are
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immensely important for establishing shared understanding and eventually earning

well calibrated trust. If our robots can earn the trust of their non-expert human

users while reliably and safely performing assistive tool-use tasks, our methods are

more likely to be flight certified and deployed, thereby allowing robots to further

assist humanity in the most safety-critical applications.

One way to enable robot explanations is exploring methods that use simple

decision-making models. Researchers theorize that human reasoning is probabilistic

in nature [68]. Utilizing simple decision-making models [69, 70] can allow robot

reasoning to approximately mimic human probabilistic reasoning. By using a model

that minimizes the difference between human and robot mental models [2], we

promote explainability of robot behaviors at all stages of operation [71, 72, 73, 74].

Explainable decision-making models are often simple algorithms that reduce expert

knowledge engineering and promote understanding for non-expert users.

1.1.2.2 Dialogue

Another way to promote understandable robot operations is to have robots explain

their decision-making through dialogue. Figure 1.4c demonstrates that dialogue enables

bidirectional communication between speaker and listener, where both parties share

explanations, feedback, questions, clarifications, and justifications. Engaging in dialogue

to provide explanations [11] enables the robot to address differences between human

and robot mental models through intuitive communication.

While we use natural language for communication and dialogue on human-robot

teams, we are not contributing to research in understanding syntax or semantics for

natural language processing. Instead, we limit our language processing capabilities

to an “English-like” interface, and leave it to future work to further develop the

natural language commands processed in safety-critical domains. Our work explores

how these dialogue interactions can enable communication and improve understanding
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between conversation partners on a cooperative human-robot team. By promoting

greater understanding between agents, explanations through dialogue can eventually

lead to trust, empowering human-robot teams [26] to work together to achieve their

task goals.

1.1.2.3 Red Teaming

It is important to carefully consider the hazardous conditions that may arise in

safety-critical problem domains in order to assess and mitigate risks [75, 76]. Red

teaming is a technique used to consider multiple perspectives, detect weaknesses, and

reveal biases to inform decision making before disastrous outcomes occur [77, 78,

79, 80, 81, 82, 83, 84, 85], as seen in Figure 1.4d. Many domains use human red

teams [86, 77, 78, 87, 83, 88], where humans work to identify hazardous conditions.

More recently, computational red teams [85, 79, 81, 89, 90] have been used to

automate the red teaming process and avoid human biases. Red teaming exercises

are important for critically assessing a team’s performance, challenging assumptions,

considering alternate perspectives, and improving understanding.

1.1.2.4 The CURED Framework in Safety-Critical Domains

Taken together, the CURED Framework components enable improved communica-

tion and understanding on human-robot teams. In safety-critical problem domains,

robots must anticipate and avoid disastrous outcomes through red teaming, explain

their reasoning by using simple decision-making models, and engage in dialogue to

share information and receive feedback. In this way, the components of the CURED

Framework promote understanding and enable robots to earn the trust of human

operators. We explore simple explainable algorithms for robot policies and propose

human-robot red teaming (Figure 1.4d) as a strategy to avoid biases in risk assessment,

allow robots to reason over safety, and engage in dialogue about risk mitigation.
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1.1.3 Thesis Statement

In this dissertation, our goal is to advance planning and execution capabilities in

tool-use object manipulation tasks through simple explainable models, enabling robots

to engage in dialogue about safety on human-robot teams operating in safety-critical

domains. We need robots to perform assistive object manipulation, tool-use, and

assembly tasks while reasoning over safety and mitigating risks as necessary to ensure

safe operations.

We address key challenges of explainable safety reasoning in tool-use tasks, specif-

ically: (1) planning over and executing complex object manipulation actions in

tool-use tasks, (2) using simple explainable algorithms with minimal expert knowledge

engineering to develop understanding on human-robot teams, and (3) engaging in

dialogue about safety in order to mitigate risks in safety-critical domains. Methods

for improving safety awareness, risk mitigation, and planning and executing complex

object manipulation tasks must consider differing robots’ capabilities and the unique

challenges of varied safety-critical domains. To achieve this, we evaluate our methods

primarily in two environments: terrestrial household environments and space explo-

ration environments, as seen in Figure 1.6. These environments come with different

risks, definitions of safety, and risk mitigation strategies. By considering how our

proposed methodologies work on different robots in different environments, we explore

how to generalize manipulation and safety reasoning capabilities to various high-stakes

safety-critical problem domains.

1.2 Statement of Dissertation Scope

To address the challenges of planning and executing tool-use affordances in safety-

critical domains, we explore explainable methods that require minimal knowledge

engineering and promote understanding on human-robot teams.
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(a) Robonaut [91] performing routine tasks through teleoperation alongside astronauts on the
International Space Station (ISS) [21].

(b) Valkyrie [92]—a humanoid robot operating in dynamic environments alongside human opera-
tors [29]—performing terrestrial tool-use and item retrieval task [20].

(c) iMETRO (Integrated Mobile Evaluation Testbed for Robotics Operations) [22, 93, 94] per-
forming intra-vehicular cargo transfer task as would be performed in a lunar habitat [23, 95].

Figure 1.6: Whether in terrestrial tasks, in space applications [3] such as the
International Space Station (ISS), or in dangerous domains such as lunar habitats [4],
robots must be able to perform assistive tool-use and object manipulation tasks
while reasoning over safety.
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More specifically, this dissertation makes the following contributions:

1. Composable Causality in Semantic Robot Programming (Chapter 3) [96]:

We propose a causal control basis to improve robot planning over complex

multi-objective manipulation actions in assembly and tool-use tasks. The causal

control basis annotates the elements of a typical control basis with causal

information—such as the intended effects of a combined behavior—describing

how the composed action should function within an assembly task. By reasoning

over the intended effects, the robot can predict how to combine the controllers

autonomously without solely relying on qualitative observations from expert

programmers. We assume the robot can perceive the objects in the environment

and their affordances. In furniture assembly tasks, we demonstrate that the

causal control basis can be used to predict the probability of successful multi-

objective part connections, and achieve a success rate of about 86% across 20

different assembly trials involving a total of 70 part connection attempts. The

causal control basis effectively reduces reliance on expert knowledge engineering

for performing complex actions, making the execution of these behaviors more

explainable.

2. Multi-Fingered End-Effector Grasp Reflex Modeling for One-Shot Tactile

Servoing in Tool Manipulation Tasks (Chapter 4) [97]: In order to loosen

our perception assumptions, we explore grasp reflex modeling through tactile

servoing for robustly achieving tool grasps for manipulation tasks. Inspired by

the human grasp reflex as an example of touch-driven control, we propose a

grasp reflex model , a simple explainable model that detects meaningful adjustable

states describing the robot’s end-effector pose relative to the tool being grasped.

Our trained grasp reflex model identifies statistically significant variables from the

end-effector data. In simulated grasping tasks, the grasp reflex model achieves

about 89% accuracy in identifying the state of the grasp. When deployed on
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the robot, the grasp reflex model achieves one-shot tactile servoing on 6 novel

tool instances with a success rate of about 73%. This success rate indicates

that the grasp reflex model accurately captures grasping relationships for tools

similar to the tool used for training, but may not sufficiently secure grasps on

tools that are significantly different in size, shape, or weight from the training

tool. We demonstrate that our proposed grasp reflex model is simple enough to

be explainable while being reliable and generalizable enough to allow robots to

improve attempted grasps and secure grasps in tool manipulation tasks.

3. Human-Robot Red Teaming for Safety-Aware Reasoning (Chapter 5) [98]:

Towards tool-use and manipulation in safety-critical problem domains, we propose

human-robot red teaming to allow humans and robots to explore the complexities

of a problem domain, modify the team’s modeled knowledge, and characterize

the risks present in an environment. We formalize safety-aware reasoning—which

includes: (a) hazard identification, (b) risk assessment, (c) risk mitigation,

and (d) safety reporting—and demonstrate how the human-robot red team can

improve the robot’s ability to plan to complete tasks safely and perform risk

mitigating actions. The human-robot red team aims to explore a complex problem

domain, investigate hazards, and consider contingency risk mitigation strategies,

by engaging in dialogue interactions to iteratively update the human-robot

team’s modeled knowledge. From the generated models, the robot can plan

to complete tasks safely and perform other safety-aware reasoning tasks such

as assessing risks and predicting the value or utility of performing different

risk mitigating actions to improve task safety. We perform symbolic planning

experiments to demonstrate that the robot can plan safe tasks in several diverse

problem domains. We also perform robot execution experiments to demonstrate

on two robots with different embodiments that the human-robot red teamed risk

assessment models effectively assess and mitigate risks in different domains with
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different definitions of safety. Safety-aware reasoning makes the robot an active

collaborator in ensuring that tasks are executed safely, justifies the trust placed

on robots, and allows robots to perform tool-use manipulation tasks alongside

human users under varying safety conditions.
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Chapter 2

Related Work

This dissertation aims to improve robot’s abilities to autonomously plan and

execute complex actions—such as those in assembly and tool-use tasks—while also

reasoning over the safety of commanded tasks and ensuring robots can be trusted

collaborators on human-robot teams. To better explain the novelty and signifi-

cance of our contributions, we cover the related work within: Robot Programming

Paradigms (Section 2.1); Object Affordances, Planning, and Action Execution (Sec-

tion 2.2); Dexterous Robot Manipulation (Section 2.3); Robot Safety (Section 2.4);

and Red Teaming (Section 2.5).

2.1 Robot Programming Paradigms

There have been several proposed robotics paradigms that describe how robots

should be commanded to complete tasks. These paradigms also present a vision for

how humans and robots should interact in complex tasks and share responsibility

for the completion of these tasks.

Laird et al. [99] propose interactive task learning (ITL) to describe how robots can

interactively learn to complete complex tasks. The authors envision a world in which

robots and human operators interact similarly to students and instructors. In the

ITL paradigm, the human operator (instructor) provides instructions for a task, the

robot (student) asks questions to clarify instructions and discover information about

the task, and in doing so, the robot learns to perform the task while learning
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about the task itself. ITL includes several key components: (1) ease of interaction

where robots and humans should intuitively engage in dialogue about the task;

(2) task performance allowing robots to perform complex tasks effectively; and

(3) dynamic scalability of robot’s learned knowledge to different tasks. Not only

does ITL present a vision for the future of robotics and goals for human-robot

interaction, but these ITL components provide a framework for conceptualizing how

robotics research contributes to the ultimate goal of ITL. Throughout the remainder

of the dissertation, we will emphasize these components—ease of interaction, task

performance, and scalability or generalization—in the contributions of each work,

specifically in the context of the CURED Framework as described in Section 1.1.2

and visualized in Figure 1.4.

Robot Learning from Demonstration (LfD) is an intuitive approach to robot pro-

gramming that enables (non-expert) operators to program a robot through task

demonstrations. In the context of the ITL key components, LfD supports effective

task performance and ease of interaction [99]. However, knowledge learned through

LfD does not necessarily scale well to novel tasks, as new tasks may require ad-

ditional demonstrations [100]. Semantic Robot Programming (SRP) [101, 100] aims

to improve the scalability of LfD by focusing on real-world tasks as opposed to

simplified tasks. SRP allows human programmers to present the robot with an image

of a task goal to command the robot to achieve that goal. The robot reasons over

these goals and the current state of the world visually, creating a scene graph as

an intermediate representation for current and target inter-object relations.

When SRP was first presented [101], the main contribution was to address

perceptual challenges of recognizing cluttered scenes of real-world objects. Because

the emphasis was on perception, the tasks were executed using atomic pick-and-

place actions. We aim to build on the ease of interaction, task performance, and

generalization of the SRP paradigm while planning over and executing more complex
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actions to complete task goals.

2.2 Object Affordances, Planning, and Action Execution

In safety-critical problem domains such as NASA’s space exploration applications,

we want robots to act in potentially dangerous, dynamic environments alongside

human operators. For example, robots may perform tasks onboard the International

Space Station (ISS) [91, 25], inside and outside of space vehicles and rovers [27, 28],

and operating within supervised and shared autonomy schemes on human-robot

teams [30, 31, 26]. We extend the planning and execution capabilities of robots

operating in human environments to safety-critical space exploration tasks [3]. In

particular, we explore how robots plan and execute complex tool-use manipulation

tasks in safety-critical domains. To better understand our contributions, we cover

related work in definitions of object affordances (Section 2.2.1), representations (Sec-

tion 2.2.2) and perception (Section 2.2.3) of affordances, reasoning (Section 2.2.4)

over affordances, and execution (Section 2.2.5) of robot actions.

2.2.1 Definitions of Object Affordances

Object affordances were originally presented by psychologist J. J. Gibson [33] to

describe the actions that can be taken on an object by a particular agent in

a particular environment. The concept of affordances has since been explored in

many fields—including education [102], psychology, neuroscience, and robotics [103]—

and the definition of affordances may vary between these fields [104]. Overall, the

commonalities in definitions of object affordances highlight the importance of an

agent’s embodiment, knowledge, needs, and perceptions of the environment [105, 106,

107, 108]. For example, a heavy box may afford lifting to one person, but not

another, depending on how much weight each person is capable of lifting.

In the field of robotics, object affordances are important because the pick-and-
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place actions that may serve robots in factory assembly lines will not work for

robots assisting with tasks in human environments. The pick-and-place abstraction

oversimplifies the complex actions we expect robots to face in dynamic real-world

domains. Instead, robots need to conceptualize, perceive, reason over, and execute

many diverse actions and types of object interactions—such as pushing, pulling,

flipping, and pouring, to name a few [109]. In this dissertation, we refer to object

affordances as action possibilities on an object. Because the actions afforded by an

object depend on the agent, it is important for robotic agents to perceive and

infer the functions of objects [110], reason over affordance effects on the world, and

execute complex actions to achieve task goals [111].

2.2.2 Affordance Representations

Though there are many proposed representations for object affordances [107], it is

generally agreed that a robot’s internal representation of affordances is grounded in

the robot’s behavior and the resulting effects on the environment [36]. Representations

of affordances are important because these internal models become the basis on which

robots will ground their actions, manipulation capabilities, and task goals [112]. For

example, object action complexes (OACs) [113, 114, 115] are constructed by grounding

the robot’s sensorimotor processes—what the robot senses and how it moves—into

symbolic actions that can be applied to future manipulation tasks. Affordance

representations can capture important information such as: affordance and object

symmetries [116]; conceptual relations between objects, attributes, and actions [117];

and spatial-temporal relations between agents, objects, and environments [118].

Zech et al. [107] present a detailed taxonomy and classification of robotic internal

representations or computational models of affordances. While robots’ models of

object affordances have a number of properties, we highlight the affordance features

most relevant to our work. Affordances can be perceived on different levels—such as
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feature-level, object-level, or environment-level—indicating how much the robot under-

stands the context within which the affordance operates. The order of an affordance

refers to how many affordances must be chained together for their combined effects

to afford an action. For example, if a stack of two blocks is sitting on a table, the

top block affords the pick-up-action as a first-order affordance because this action

possibility is immediately available to the agent. The bottom block affords the pick-

up-action up as a second-order affordance, since the agent must first move the top

block before this action possibility becomes actionable. Affordance chaining describes

how affordances can be sequenced (such as actions in a task plan), overlapped (for

example, two behaviors being performed simultaneously in bimanual manipulation),

or work together concurrently (by acting on direct and indirect objects such as

screwdriver and screw). Selective attention to affordances allows the robot to focus

on the affordances most relevant to a particular task goal. Prediction allows robots

to identify meaningful affordances, by classifying sensory inputs to appropriate actions

or predicting the likelihood an outcome is achieved. Affordance knowledge should

generalize to new situations, meaning the robot can transfer its understanding of an

affordance to multiple tasks with minimal modifications. Through our work, we aim

to recognize affordances on multiple levels and orders, chain affordances together by

predicting their effects, and generalize affordance knowledge to novel action instances.

In this dissertation, we focus on representations of affordances as object-centric

behaviors [5, 119] in order to emphasize the importance of reasoning over and

acting on the object itself. Object-centric behaviors are expressed in task frames

that simplify action expression. Figure 2.1 replicates an example from Ballard [5]

demonstrating the power of task frames. For example, expressing a crank-turning-

action in world frame involves reasoning over the arc the crank might follow (as

seen in Figure 2.1b). But expressing the same crank-turning-action in a task frame

fixed to the crank handle involves applying force along an axis of the crank handle
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(a) The goal of the task is to turn the crank by performing a crank-turning-action.

(b) The crank-turning-action represented in world frame. This action involves rotating the crank
handle around its vertical z-axis, which causes x- and y-coordinate translational changes, as seen
on the left. Meanwhile, there are no rotational changes in the x- and y-directions and there is no
position offset in the z-direction, as seen on the right.

(c) The crank-turning-action represented in a task frame attached to the crank handle. Since the
task frame moves with the crank handle, representing the crank-turning-action in the task frame
simplifies how the action is expressed. The task frame indicates that turning the crank involves
applying force along an axis relative to the crank handle, namely the axis orthogonal to both the
crank handle and crank axle.

Figure 2.1: Example from Ballard [5] showing how representing actions in task frames
as opposed to world frames can simplify the expression of the action.
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(visualized in Figure 2.1c) until resistance is met [5]. Expressing behaviors relative

to the object also means execution can be thought of as pose invariant manipulation

policies [120], since no matter what the object’s pose is in the world frame, the

action relative to that object remains the same.

A prominent representation of affordances is as templates [121] that describe gen-

eral behaviors relative to an object. Affordance templates [122, 123] represent actions

as sequences of end-effector waypoints and end-effector poses the robot must move

through to achieve some goal. Object-centric behavior templates can be thought of as

actions parameterized relative to an object, where action parameters may be changed

based on observations about a particular object [124] or category of objects [125].

Templates are appealing representations because they capture complex behaviors as a

sequence of relatively sparse waypoints and they can be flexibly modified depending

on the particular action instance. Affordances can also be represented in terms of

primitive manipulation behaviors [126]. For example, affordance primitives [127, 128]

have been shown to represent complex behaviors, such as arc or screwing motions.

In our work, we represent actions as affordance templates [122, 123] combined

with object-centric controllers for more complex motions, as described in Section 2.3.2.

2.2.3 Affordance Perception

Before planning over affordances or executing the planned actions, a robot must

be able to perceive the affordances in a scene. Affordance-based perception focuses

on allowing the robot to detect, label, and recognize what actions are afforded by

certain objects, placing the emphasis on perceiving the affordances themselves rather

than the objects. Affordance-based perception affects the robot’s understanding of

the scene [129, 130]. The importance of perceiving affordances has been demon-

strated in many use cases, including: visually recognizing affordances for categories

of objects [131]; semantically labeling affordances [132]; using a knowledge graph
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to perform visual reasoning and visual inference tasks [117]; detecting affordances

relative to graspable parts of tools [38]; or using deep learning approaches to predict

functions of objects based on visual features [133].

Research on affordance perception demonstrates the close relationship between

perceiving and acting, showing that one can often be used to improve the other.

Taking actions to move and clear away objects can help reduce perceptual uncertainty

in cluttered environments [134]. Real-time perception can also improve reactivity

when performing actions [135] by providing live feedback on dynamic environment

changes. Research in active perception [136, 137] and interactive perception [138, 139]

demonstrates that interacting with objects can improve segmentation and detection

of objects, object sub-parts, and their affordances.

Recognition and use of an affordance can depend on how the robot perceives

the affordance. In particular for object-centric affordances, the robot needs to choose

an appropriate coordinate frame for representing the action and attach the frame

to an object or object part. We utilize Affordance Coordinate Frames (ACFs) [140,

141], which attach affordances to particular object features as localized coordinate

frames—and therefore coincide with the object-centric affordance representations used

throughout our work. ACFs demonstrate the importance of attaching affordances to

particular sub-parts of objects, also referred to as parts-based object reasoning [142]

and parts-based affordance perception [143]. Perceiving objects as a collection of

sub-parts is particularly important for articulated objects with moving parts.

Some work in this dissertation assumes automatic localization of ACFs, while

other work relies on human-in-the-loop pose estimation [144] or human-in-the-loop

affordance registration [145, 146].
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2.2.4 Affordance Reasoning and Learning

Reasoning over and learning about affordances is crucial to the robot’s under-

standing of how to apply object affordances to real-world task goals. In particular,

the robot must understand how an affordance embodies the close relationship between

objects, actions, and effects [147, 148]. Some research demonstrating the power of

affordance reasoning includes inferring categories of laundry from visual and geometric

features to perform folding tasks [125] or reasoning over a knowledge graph encoding

object, attribute, and affordance information to perform inference tasks [117].

Reasoning can significantly impact a robot’s understanding of affordances. For

example, Moratz et al. [149] demonstrate that when considering object affordances

and functional features, a robot can reason over the agent perspective to understand

a human user’s spatial understanding of a task. Koppula et al. [118] show that

affordances can be reasoned over as spatial-temporal relations that allow assistive

robots to anticipate human users’ intentions and react with the corresponding assistive

action accordingly. Yang et al. [150] explore how robots can understand the syntactical

and semantic meanings of an object affordance by observing humans performing

actions. This research collectively emphasizes the relationship between affordance

understanding and affordance reasoning.

Recent work has taken interest in tool construction tasks. Constructing new tools

by comparing the geometric properties of available tool parts to the geometry of a

reference tool [35, 13] demonstrates advanced reasoning over objects, their affordances,

and how an object can be used to achieve a desired effect. Nair et al. [13] formalize

the multiple levels a robot can reason over to construct a tool that achieves a

specific task. Object equivalence solutions construct a new (equivalent) tool that affords

the same actions and achieves the same effect as the reference tool. Object-action

equivalence solutions construct a new tool that affords different actions but achieves

the same effect as the reference tool. Object-action-effect equivalence solutions construct
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Task Goal: Attach Two Boards

Reference Solution
Equivalence Solution

O OA OAE
Object Screwdriver Knife Blade Hammer Rope
Action Turn — Pound Tie
Effect Boards Screwed — — Boards Tied

Table 2.1: Example object (O), object-action, (OA), and object-action-effect (OAE)
equivalence solutions for a tool construction task from Nair et al. [13], adapted with
permission of the author. To attach two wooden boards, the reference solution uses
a screwdriver (object) to turn (action) a screw and tighten (effect) the screw. Each
equivalence solution considers different tool objects, actions, or effects to achieve the
task goal. The symbol “—” indicates that the equivalence solution preserves the
action or effect of the reference solution.

a new tool that affords different actions with different effects from the reference tool,

but results in an equivalent achievement of the task. Table 2.1 describes a tool

construction example from Nair et al. [13], showing the different levels of equivalent

solutions1 to achieve the task goal of attaching two pieces of wood. Note that object

and object-action equivalence solutions constrain the robot’s planning by preserving

properties of the given reference solution. In contrast, object-action-effect equivalence

solutions do not constrain the robot’s planning relative to the reference solution.

This means that finding an object-action-effect equivalence solution can be achieved

through task planning, since the robot must achieve the task goal without any

consideration for a reference solution. Tool construction tasks demonstrate the power

of reasoning over the objects, actions, and effects encapsulated by object affordances.

An important sub-problem within affordance reasoning research is how robots can

learn about affordances. Many works explore learning about affordances from experi-

ence, such as: learning to identify affordances in clutter [151]; learning probabilistic

affordance models [147, 148]; learning to complete pick-and-place tasks using deep

reinforcement learning [152]; learning what affordances are most likely to successfully

1Broadly, equivalence solutions would also include action and effect equivalences. Considering the example
in Table 2.1, an action equivalence solution may use the reference screwdriver object to pound the screw into
place. The work presented by Nair et al. [13] focuses on reasoning over tool construction or substitution tasks,
which is why their example focuses on the equivalence solutions that involve variations on object equivalence.
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achieve their effects using relationships between sensorimotor processes and task suc-

cess [153]; and learning affordance concepts (such as affordance categories or effects)

through experience and exploration of the world [154, 155]. Hart et al. [156] learn

to perform complex manipulation by rewarding exploratory behaviors that generate

novel sensorimotor feedback. This research demonstrates the importance of learning

about affordances from experience and exploring the space of actions, effects, and

sensorimotor inputs.

Other works on affordance learning show the significance of reasoning over af-

fordances involving multiple objects. Multi-object affordances can be learned in a

number of ways. Moldovan et al. [157] learn about relational actions—actions that

involve the (spatial) relationship between two or more objects—by observing the

effects of these actions. Ugur et al. [158] use knowledge of single-object affordances

to guide learning about multi-object affordances. Similarly, Fichtl et al. [159] leverage

past knowledge through bootstrapping or transfer learning. By modifying their under-

standing of actions as they are executed in real-world tasks, robots can effectively

achieve lifelong learning [160] and continuously improve their affordance reasoning

capabilities.

We explore how robots use policies to plan multi-object affordances in tool-use

and construction tasks. Because tool-use and assembly tasks require long-horizon

planning and in-depth understanding of an object’s affordances, these tasks present

several unique challenges for action planning as discussed further in Section 2.3.1.

2.2.5 Execution of Afforded Actions

After perceiving and planning over affordances in a scene, the robot selects one

of the available “possibilities for action” and must be able to execute the (often

complex) action. The choice of affordance representation often lends itself naturally

to the execution of that afforded action—for example, object action complexes [113,
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114, 115], object templates [121], and affordance templates [122, 123]—and affordances

become a basis for robot control [161]. Affordance templates are powerful affordance

representations that lend themselves to execution of the afforded action since they

encode an action as a sequence of end-effector waypoints. However, affordance

templates do not provide any description of how the robot should move between

waypoints. Affordance wayfields [162] aim to provide direction for action execution

by describing actions as potential functions defining sets of trajectories that will

achieve the desired action effect. Robot actions and execution of afforded actions

can also provide the robot with additional information to learn about the object

and its functions [163].

In this dissertation, we combine affordance templates [122, 123] and object-centric

controllers to command the robot to perform complex assembly and tool-use ac-

tions. The challenges of tool-use and assembly tasks are explored in Section 2.3.1.

Section 2.3.2 describes execution of robot behaviors using object-centric controllers.

2.3 Dexterous Robot Manipulation

NASA has deployed or plans to deploy assistive robots in a variety of domains

in order to assist humans in space exploration tasks such as maintenance, hand-

off, cleaning, and equipment management tasks [91, 30, 31, 26, 3, 25, 27, 28].

Many of these tasks require the ability to use tools, advanced reasoning over

actions, and execution of complex manipulation behaviors. In this dissertation, we

aim to improve the planning and execution capabilities of robots so they can

achieve dexterous manipulation in safety-critical space exploration tasks. We cover

related work motivating our interest in tool-use and assembly tasks (Section 2.3.1),

executing complex behaviors (Section 2.3.2), and grasping tools intentionally to

perform subsequent manipulation tasks (Section 2.3.3).
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2.3.1 Tool-Use and Assembly Tasks

Tool-use and assembly tasks have gained much interest for developing dexterous

robot manipulation capabilities [164, 165, 166, 167]. There is even interest for

performing robotic tool-use and assembly tasks in space [168, 169, 170]. These

tasks present a wide variety of challenges. For example, challenges of tool-use

and assembly tasks include: perceiving objects in clutter; detecting and predicting

articulated parts-based affordances; reasoning over affordances involving multiple (direct

and indirect) objects; planning to execute actions that may achieve multiple effects;

sequencing behaviors appropriately; concurrently executing behaviors to achieve sub-

goals simultaneously; and performing complex manipulation trajectories. For these

reasons, tool-use and assembly tasks require advanced robotic capabilities, especially

in terms of planning actions using policies that select the next action and executing

afforded actions.

Research has concluded that tool construction and tool-use tasks require ad-

vanced causal reasoning. As a result, agents that successfully reason over cause

and effect and use tools to achieve task goals have high levels of intelligence [34].

Stoytchev et al. [36] emphasize the importance of behavior-grounded affordance under-

standing, specifically for tool affordances that involve complex behaviors and multiple

object interactions. Several works explore how learning from demonstration approaches

can be used to teach robots manipulation primitives required to perform assembly

tasks [171, 172, 173]. Lee et al. [9, 10] developed the IKEA Furniture Assembly

Environment as a testbed for perception, planning, and manipulation capabilities

required to perform construction tasks. Nair et al. [35, 13] use geometric reasoning to

compare tool components to a reference tool in order to construct tools to achieve

a given task goal. Taken together, these works emphasize the complexity of these

tasks and the interest in addressing the challenges of tool-use and assembly tasks.

With this motivation, our work aims to improve robot capabilities in multi-object
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affordance reasoning and complex action execution to address challenges of tool-use

and assembly tasks.

2.3.2 Multi-Objective Behaviors and Control Basis

As discussed in Section 2.2, we are interested in representing object affordances

as object-centric behaviors [5]. We execute these object-centric behaviors as object-

centric controllers, which send joint commands such that the robot performs low-level

motion primitives. Controllers can be used in place of or alongside traditional mo-

tion planners [174, 175, 176, 177, 178] because they offer additional reactivity to

dynamic changes in the environment [179, 180, 181]. In fact, motion planning and

robot control are often closely related fields of research. Motion planning research

emphasizes the importance of probabilistic inference [182] and creating trajectories

as combinations of manipulation paths [183]. Planning tasks can also be hierar-

chically decomposed so that robots can plan simpler sub-problems [184] or robots

can construct kinematic solutions to task-level problems from solutions to simpler

problems [185]. Task and motion planning (TAMP) demonstrates the close rela-

tionship between task planning, motion planning, and trajectory execution by using

object-centric behaviors to adapt to changing environments at runtime [119]. These

same principles of hierarchical decomposition into simpler sub-problems and reactivity

to dynamic changes are crucial to object-centric controllers.

Object-centric controllers can be used as part of a control basis, or a set of con-

trollers that serves as the building blocks for robot behavior [45, 46, 47]. Controllers

can be composed through nullspace composition such that multiple objectives can be

achieved concurrently [186]. For example, suppose we want the robot to grasp an

object using two low-level controllers: controller ϕpos positions the robot’s end-effector

close to the object and controller ϕalign aligns the end-effector’s approach axis with

the object. Composing these controllers enforces a priority using the “subject-to”
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Figure 2.2: Visualization of nullspace composition operation from Sharma et al. [6],
reprinted with permission of the author. Controller #1 is higher priority than
Controller #2 (ϕ2 ◁ ϕ1 or equivalently, Controller #2 subject-to Controller #1). To
avoid disturbing progress made toward achieving the objective of Controller #1, the
commands of Controller #2 are projected into the nullspace of the higher priority
command. Nullspace projection ensures that the lower priority controller commands
are tangential to the higher priority commands.

relation ◁. For example, composition:

ϕalign ◁ ϕpos (2.1)

(read “alignment subject-to position”) indicates that the positioning behavior is highest

priority. Mathematically, this means the alignment controller’s joint commands will

be projected into the nullspace of the position controller, as visualized in Figure 2.2

(from Sharma et al. [6]). Practically, this means that any progress made towards

achieving the alignment controller’s objective will not disturb or disrupt any progress

made by the positioning controller. Figure 2.3 (from Sharma et al. [6]) provides an

example of how nullspace composition results in a composed controller command.

Composing controllers is a powerful tool for robot manipulation since complex

behaviors can be executed through compositions of simple control behaviors. These

controllers are often implemented using potential functions [40]. There has been much

work defining potential functions for standard robot manipulation tasks [43], such as

repulsive potential fields for obstacle avoidance [187, 42], control laws with constraints
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Figure 2.3: Example controller composition from Sharma et al. [6], reprinted with
permission of the author. The robot’s end-effector (the green block) must push the
red block up vertically along the wall. (A) The robot can choose different position
and force controller objectives. (B) The robot chooses and prioritizes two objectives.
The force controller (labeled 0) is higher priority than the position controller (labeled
1), indicating the importance of keeping the red block pressed against the wall.
(C) To compose the controllers, the lower priority controller command is projected
into the nullspace of the higher priority command (represented by the purple dashed
line). The nullspace composition operation ensures that the lower priority controller
command operates tangentially to the higher priority command, preventing it from
interfering with any progress made toward the higher priority objective. (D) The
projected controller commands can be combined to find the command for the com-
posed multi-objective behavior.

and contact requirements [44], and conditioning behaviors such as avoiding joint

limits or singularities [48, 49, 50]. With this toolbox of potential functions serving

as behavior building blocks in a control basis, a wide variety of complex robot

manipulation tasks can be performed. For example, multi-objective behaviors through

controller compositions have been used to perform tasks such as grasping [45, 46, 47]

and composed bimanual manipulation tasks that require relative control between end-

effectors [188, 189, 190] as in a writing task [191]. Taken together, research on

compositions of controllers within a control basis demonstrates the wide variety of

robot tasks that can be performed.

Controller compositions lend themselves naturally to hierarchical task decomposition.

Many works explore the relationships between sequences and compositions of behaviors,

such as when actions must be performed sequentially or concurrently [186] and how

to sequence behaviors through basins of attraction [7, 41] to achieve composed

effects. A visualization of how sequential composition of robot behaviors can achieve
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Figure 2.4: Sequential composition of robot behaviors from Burridge et al. [7],
reprinted with permission of the author. Behaviors are visualized as funnels, where
the controller objective lies in the funnel’s basin of attraction. When a higher level
controller falls into the basin of attraction for a lower level controller, the next
controller takes over [7]. By sequencing compositions of behaviors, the robot can
achieve the composed effects of all controllers.

composed effects can be seen in Figure 2.4 (from Burridge et al. [7]). This research

emphasizes the power of hierarchical reasoning in manipulation tasks [49, 50], where

complex actions can be decomposed into simpler control laws. Composed controllers

build on research involving hierarchical reasoning, planning, and control [192, 32]

and subsumption architectures [193, 194, 195] that prioritize behaviors over others.

The composition of simple control basis behaviors to create multi-objective behaviors

parallels the hierarchical composition of sub-problem solutions to achieve more complex

tasks.

Controller compositions are powerful because they can be applied to many ma-

nipulation tasks. However, composing controllers requires a prioritization between

behaviors such as in Equation 2.1. These behavior priorities are typically predefined

and hard-coded [45, 46, 47, 48, 49, 50], often based on experimental or qualitative

observations from expert users rather than concrete quantitative reasoning [6]. While
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it may be useful for (expert) human users to provide qualitative insights to robots

as an initial hypothesis or to guide the robot’s understanding of a task, we ulti-

mately want to minimize expert knowledge engineering. We expect robots to consider

qualitative insights from humans while also learning from their own experiences and

reasoning over tasks autonomously. This is particularly important for promoting ease

of interaction for non-expert users who may not have a deep understanding of robot

control laws and for promoting explainable robot actions in safety-critical problem

domains. Recent work has explored how robots can learn to autonomously compose

controllers in atomic actions such as pushing and turning [6]. In Chapter 3, we

extend this work by exploring how robots can autonomously compose controllers in

long-horizon construction tasks by quantitatively reasoning over the desired composed

effects of the controller behaviors.

2.3.3 Grasp Behavior Modeling

Before a robot can execute multi-objective tool-use and assembly tasks, the robot

must be able to intentionally grasp the tool. Robot grasping is highly dependent on

the hardware of the gripper [196, 197]. Grasping restrains or manipulates an object

by achieving contacts [198] and applying forces to the object [199]. Robots may need

to perform grasping tasks in unstructured environments [200] or as part of bimanual

manipulation tasks [201]. Grasping tools is particularly challenging. Tool-use tasks

require intentional grasps—also called manipulation-oriented grasps [37], meaningful

semantic task grasps [202], or task-specific grasps [38]—such that the tool can be

used within the subsequent manipulation task [39].

Many researchers have explored various approaches to robot grasping [203, 204,

166]. Robot grasping can be performed autonomously, with real-time teleopera-

tion from a human operator, or with autonomous assistance to the operator [205].

Grasped objects can be modeled geometrically or approximated using geometric prim-
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itives [206]. Other works avoid modeling object geometries by representing specific

objects through generalized [207] or canonical shapes [208]. Grasps can be represented

as grasp primitives [209] or primitive hand postures [210]. Grasping strategies can

be learned [211] through reinforcement learning [212, 213, 214, 215], deep learning

approaches for detecting task-specific grasping affordances [38], deep learning for

identifying semantic task grasps on household objects [202], or deep reinforcement

learning [216, 217, 218] over experiences performing pick-and-place tasks [152]. Some

works combine analytic modeling and learning into a hybrid approach [219]. Proba-

bilistic approaches allow for generation and probabilistic ranking of candidate grasp

poses [220, 221] or imitation of learned grasp poses to be transferred to other

objects [222]. Others explore biologically-inspired grasping algorithms through how

the grasps are learned [223, 209], represented [224], or performed [225], even taking

inspiration from human grasping [226, 227, 228].

The robot should be able to validate that its grasps on objects are secure

through some form of sensory feedback [229]. Inspired by the desire to utilize sensory

feedback, tactile servoing methods—a counterpart to visual servoing—use data from

tactile or contact sensors to control a robot [230]. These approaches often require

large arrays of tactile contact sensors [231] or multi-fingered robot end-effectors [232]

in order to utilize abundant sensory signals. Tactile servoing can be used to achieve

a variety of robot control tasks [233, 234] and can be used in conjunction with

visual servoing to improve perception or control tasks [229, 137, 235, 236].

Due to the amount of data provided by arrays of tactile contact sensors, tactile

servoing often uses data-driven machine learning approaches such as convolutional

neural networks [237] or deep learning neural networks [238]. Others use offline neural

network based learning to augment data-driven learning from demonstration [239].

While deep learning approaches have proven effective, these black-box models reduce

explainability, which can reduce trust [62, 60, 61] and prove to be problematic for
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safety-critical problem domains [71, 72, 73, 74]. In Chapter 4, we take inspiration

from data-driven learning from demonstration approaches [239] and aim to achieve

tactile servoing using a more explainable grasp reflex model for tool-use grasps in

safety-critical applications.

2.4 Robot Safety

The focus of the work presented in this dissertation is how robots can operate

in safety-critical domains alongside humans [91, 26, 3, 27, 28]. In this section, we

review related work crucial to promoting safety and trust, specifically the impor-

tance of intuitive natural language communication and dialogue between humans and

robots (Section 2.4.1), organizational and robotics safety (Section 2.4.2), and the role

of trust in cooperative safety tasks (Section 2.4.3).

2.4.1 Natural Language Processing

Researchers have long investigated different ways for users to intuitively interact

with and program robots. Different interaction modalities provide abundant input

signals, such as gestures or facial expressions [240, 241], eye-tracking [242, 243], a

point-and-click interface in the real world [244], virtual reality [245, 246], or learning

from demonstration [247, 248, 249, 171]. In particular, researchers have explored

how to use language to intuitively communicate task goals to robots, especially by

non-expert users who do not have programming or robotics experience [250, 251].

In the 1970s, the system SHRDLU [252, 253, 254, 255, 256, 257] was developed,

which carried out natural language commands in a virtual environment. Since then,

researchers have aimed to expand the use of natural language to command intelligent

agents and robots [258, 259].

Many works demonstrate the power of commanding robots through natural lan-

guage processing (NLP). Dzifcak et al. [260] explore how to translate natural language
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instructions into descriptions of task goals and actions. Chernova et al. [261] use

data-mining for robots to ground action-oriented natural language. Tellex et al. [262]

present Generalized Grounding Graphs for probabilistically inferring the sequence

of actions required to execute a command. Matuszek et al. [263] investigate how

robots can learn what objects are being referred to in deictic gestures and lan-

guage (gestures and language that draw attention to objects without naming them

directly). Several works explore how robots can ground abstract spatial concepts

(such as relative relationships between objects) to execute natural language com-

mands [264, 265, 266, 267]. Many works explore understanding natural language

in route navigation tasks [268, 269, 270, 271], including commands involving verbs

that imply motion [272], commands that imply navigation constraints [273], and

commands that imply environment information [274, 275]. Google’s SayCan [276]

combines a large language model with affordance knowledge to allow robots to reason

over natural language in long-horizon tasks. IBM’s CIMON [277, 278, 279] is an

assistive voice-commanded robot onboard the International Space Station (ISS). The

presence of voice interfaces—such as Amazon’s Alexa, Apple’s Siri, Google’s Assistant,

and Microsoft’s Cortana [280, 281, 282]—in everyday life demonstrate that restricted

language may allow users to achieve similar or better task performance than nat-

ural (unrestricted) language without detracting from overall user experience [283].

These works demonstrate widespread interest in using (natural or restricted) lan-

guage to command robots and the challenges of grounding natural language in robot

understanding.

Since human natural language tends to include ambiguity, an important component

of NLP research is grounding abstract language commands into concrete robot actions.

Antunes et al. [284] state that “verbal instructions do not have a one-to-one mapping

to robot actions.” Therefore, it is important to have a middle-ground between

natural language commands and robot action where the robot conceptualizes and
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represents the commanded task goals. These middle-ground models may take the

form of: internal world models that enable visualization or “imagination” of task

plans [285]; mental models where a robot reasons over other agents’ perspectives of

the commanded task [286]; planning over intermediate goal states rather than step-

by-step operations to complete the commanded task [287]; or probabilistic planners

reasoning over symbolic representations of task goals [284].

In this dissertation, we use semantic frames to represent language commands

and serve as a middle-ground between command and robot action. Semantic

frames are used in NLP to represent a scene being acted out [288, 289, 290, 291].

FrameNet [288] emphasizes that a verb alone is not sufficient to describe a scene or

action, and frame elements are necessary to describe agents and direct and indirect

objects involved in the action. For example, the verb “give” cannot be acted out

until we know what object is being given, to whom, and by whom. FrameNet

uses hand-annotated lexical units to map language into the appropriate semantic

frame by expressing how frame elements relate to a command. RoboFrameNet [292]

extends FrameNet [288] by using semantic frames as a middle-ground between spoken

commands and robot action. Semantic frames are of interest for robotics applications

because representations of object affordances generally do not explicitly note the

direct and indirect objects being acted on,2 which limits the complexity of robot

action that can be performed [107]. In contrast, semantic frames augment robot

understanding of the action being performed by describing the objects being acted

on. RoboFrameNet [292] explores how to interpret spoken commands as implied

affordances or potential actions, and ground any unbound variables into concrete

2It is important to distinguish between the concept of affordances and computational models or repre-
sentations of affordances. The concept of an affordance as a broad “opportunity for action” or “action
possibility” does entail requirements such as direct and indirect objects. However, in practice, the compu-
tational models of affordances may not include these direct and indirect objects [107]. This implies that
affordance representations should be enriched, and some works use semantic frames as a computational
model of affordances [292, 293]. One advantage of using semantic frames as affordance representations is
that binding language elements into the frame is related to constraining and binding variables to execute a
grounded action.
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robot actions through task planning. RoboFrameNet interprets spoken commands

as text, then parses the text [294] to instantiate a semantic frame. The semantic

frame contains relevant information about the task such as agents involved, direct

and indirect objects to be acted on, and the sequence of actions required to carry

out the commanded task [293].

It is important to note that while this dissertation uses natural language com-

mands because they serve as an intuitive interface for non-expert users to com-

municate task goals to robots as a component of the CURED Framework, this

dissertation does not contribute to active NLP research. As a result, we limit the

capabilities of our language processing as some capabilities will be outside the scope

of our work. In Chapter 5, we address how robots can safely reason over and safely

execute commands and we demonstrate the importance of robots engaging in dialogue

with human operators about safety. We take inspiration from DOROTHIE [11] and

implement an “English-like” interface in the form of a dialogue decision tree, rather

than a complete natural language interface. In our implementation, safety-aware

dialogue takes the form of some (limited) communication acts the robot can engage

in with the human operators. Since the contribution of this work is safety-aware

reasoning and not NLP, some natural language capabilities are outside the scope of

this project. We leave it to future work to extend our methods to process more

abundant natural language commands and process more robust safety-aware dialogue.

2.4.2 Safety and Language in Robotics Applications

As described in Section 2.4.1, there are many applications for using natural

language to command robots. However, many question whether large language models

truly lend themselves to deep understanding of the tasks to which they are being

applied [295]. Furthermore, in safety-critical applications, the potential for anything

and everything non-expert users say to trigger a robot action does not necessarily
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result in a safe and user-friendly plan of action. Some works that apply large

language models even acknowledge that safety of the commanded agent’s movements

and the effect of the agent’s action on user experience are not currently addressed

in their work [51]. This indicates that current work on natural language in robotics

applications is limited in its use in safety-critical domains.

Despite the fact that safety has not been addressed in works that control robots

using language, much research emphasizes the importance of safety when robots are

working alongside humans [296, 297, 298, 299, 300, 301, 302, 303, 304, 305, 306,

64, 53, 54, 57, 55, 307, 56], especially in collaborative and assistive tasks [308, 306].

There is clearly a need for robot systems that can reason over language in a

safety-aware manner. We can take inspiration from government and industry safety

cultures and risk assessment standards to provide a principled way for robots to

reason over safety [71, 72, 73, 74].

As an example risk assessment standard, a risk assessment matrix is a commonly

used tool for organizations to quantitatively evaluate the likelihood and consequences

of undesirable events or hazards [75, 309, 310]. Table 2.2 shows an example risk

assessment matrix, similar to those presented in the literature [309, 310]. These

risk assessment matrices aim to help organizations assign a probability or likelihood

value L and severity of consequence value C to compute a risk score R = L · C.

Intuitively, undesirable events that are more likely to occur and/or that have more

severe consequences result in a higher risk score.

Once we have assessed the level of risk, we must take action to mitigate the

hazard. NASA’s safety culture emphasizes the importance of risk assessment and

risk reduction throughout the entire life-cycle of a project, rather than an isolated

review at the beginning or end of the project [71, 72, 73, 74]. When hazards do

arise, NASA’s safety program outlines a risk reduction protocol [76] with prioritized

actions a team should take to address hazards. In order of preference, NASA’s risk

40



Consequence
1 2 3 4 5

L
ik
e
li
h
o
o
d 5 5 10 15 20 25

4 4 8 12 16 20
3 3 6 9 12 15
2 2 4 6 8 10
1 1 2 3 4 5

Table 2.2: Example risk assessment matrix. Likelihood values indicate the probability
of a hazard occurring. In this case, values range from [1, 5] in order of increas-
ing probability (improbable, remote, occasional, probable, and frequent, respectively).
Consequence values indicate the severity of a hazard occurring. Values range from
[1, 5] in order of increasing severity (insignificant, minor, moderate, major, and severe,
respectively). The risk score R is computed from the likelihood L and consequence
C as R = L · C. Risk scores can be bucketed into more interpretable categories to
indicate different levels of risk. In this example, each matrix element is color-coded
(blue, green, yellow, orange, red) to indicate the corresponding risk level (negligible,
low, medium, high, and extreme, respectively).

reduction protocol indicates the team should consider the following risk reduction

actions:

1) Design: prevent the hazard or minimize the risk through improved design or

operation.

2) Guards: if design or operation cannot be changed, incorporate safety devices

or guards to minimize the risk.

3) Warnings: in the event that safety guards fail or cannot be implemented,

provide cautions or warning devices such as alarms.

4) Training: develop administrative procedures and training to reduce risk.

5) Accept: after all other actions have been considered or taken, accept the

residual risks.

Note that the earlier risk reduction actions should be prioritized, as they can help

prevent hazards entirely, while later risk reduction actions tend to accept that the
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hazardous event will happen and try to work around these hazards to minimize

negative impact. This example risk reduction protocol demonstrates the importance

of considering multiple strategies to reduce or mitigate every hazard that may occur

during operations.

Taken together, these organizational practices from government and industry safety

and risk assessment standards give us inspiration for how we expect robots to

perform safety-aware reasoning . We expect robots to understand hazardous events

in the problem domain, quantitatively assess risks according to the likelihood and

consequences of undesirable events [75, 309, 310], and take appropriate risk reduction

actions where possible [76]. Safe robot operations require the robot to have a sense

of spatial awareness [311, 312, 313] and understand the physical safety concerns

when working in close proximity to humans [52, 53, 54, 55, 56, 57, 297, 298, 299,

300, 301]. In Chapter 5, we explore how robots can use these principles to safely

execute different tasks.

2.4.3 Trust and Cooperation

We aim to allow humans and robots to engage in a dialogue about safety in

collaborative tasks. Cooperative tasks—in which agents work together to achieve

positive-sum “win-win” outcomes—involve vulnerability [61]. The social nature of

cooperative tasks [58, 59] makes trust between robot and human user/operator

crucial [60]. Inspired by work on effective communication in cooperative conversa-

tions [314, 315, 316, 317, 318, 319], we expect robots to participate in the “social

exchange relationship” often associated with interpersonal trust [58].

When reasoning over and making decisions about tasks, agents utilize simplifying

models of the world. Even for human agents, reliance on simplifying models3 is

necessary when exhaustive evaluation of alternative options is impractical [60, 58].

3For example, engineers use simplifying mathematical models—which represent idealized limited situations—
to approximate real physical systems [320].
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Trust plays an important role in decision-making because it can help further reduce

complexity and uncertainty, and can allow agents to focus on relevant components

of the task by trusting the other agents will cooperate [60]. However, this trust

must be properly earned in order to demonstrate that the agent can play a role

in future cooperative tasks. The Ethics, Trust, Cooperation (ETC) Framework [61]

explains that to earn trust, robots must show that they can act as “members of

our society” by operating according to the social norms, morality, and ethics of the

society within which they function [62]. Kuipers [63] observes that viewing robots

as participants in our society follows similar trends in recognizing the very real and

active role other embodied or disembodied entities play:

Autonomous vehicles must be trusted to behave safely and ethically in

both routine traffic and emergency situations. Other AIs that are not

physically embodied, such as high-speed trading systems or social networks,

should also behave safely and ethically. Large-scale institutions can also

be considered as intelligent entities: for-profit and nonprofit corporations,

governments, churches, unions, and other corporate entities. For all of

these entities participating in society, the function of ethics is the same—

to encourage positive-sum interactions and discourage negative-sum ones,

supporting the survival and thriving of society as a whole.

We want robots and humans to engage in dialogue about safety. In order to function

in this cooperative task, robots must earn the trust of their human operators and

function as active participants in the cooperative task of minimizing risks while

operating in safety-critical domains.

Robots and automation acting in cooperative tasks are often not relied on

appropriately, specifically when reliance on the system does not match the robot’s

true capabilities. More specifically, if a human’s trust exceeds the system’s capabilities,

they overtrust the system, which can lead to misuse of automation. If a human’s
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trust falls short of the system’s capabilities, then they mistrust the system, which

can lead to disuse of automation and failure to obtain the available benefits of the

technology. Our goal is for trust between robots and human operators to be well

calibrated, in which trust appropriately matches the system’s capabilities and the

automation is properly used [58, 59].

In order to properly calibrate trust between human and automated agents, Lee

and See [58] describe principles for designing trustable technology. Appropriate trust

and reliance on automation requires that robot capabilities be clearly communicated to the

human users. Promoting better understanding of robots’ capabilities can be achieved

by revealing how the automation operates [58] and relying on simple decision-making

algorithms [69, 70]. Appropriate trust depends on how well the human operator

understands that the context, circumstances, and environment within which the robot

operates affect its capabilities and performance [58]. For example, it may be necessary

to make changes to human environments to improve robot capabilities. However,

environmental changes that improve robot operation will also very likely simplify

human action in those environments [27, 28]. Appropriate trust and reliance not

only depend on individual human operators’ interactions with the robot, but on

broader organizational and cultural factors [58]. For this reason, we take inspiration

from organizational safety culture, risk assessment, and risk mitigation strategies in

industry [309, 310] and government [71, 72, 73, 74, 75, 76]. These organizational

practices emphasize the importance of safety-aware reasoning and risk mitigation at

all stages of the life-cycle of a project. We expect robots to operate not just as

members of society, but participants within a broader safety culture.

One key component of promoting trust between humans and robots is clear

explanations of robot actions. Robots taking actions that cannot be meaningfully

explained will cause users to distrust the robot [321, 58, 59] as unreliable robots

can also be unsafe [64]. Eroded trust and a reputation for untrustworthiness makes

44



a robot more prone to disuse [58] and less likely to be used in cooperative tasks

in the future [60]. Explanations can be important [2] for a number of reasons,

such as signaling desires and intentions [179], keeping human operators informed

and involved in the decision-making loop [322], and reconciling differences between

humans’ and robots’ mental models of the task [65]. When risky situations do arise

in safety-critical domains, we expect the robot to identify the issue [323, 324] and

explain its reasoning on multiple levels of representation [325, 326]—such as high-level

causal symbols and low-level controls [327, 328, 329]—to provide clear explanations

for users with different levels of expertise.

Throughout our work, we aim to demonstrate the value of trustable technology

and explainable operations in order to promote understanding on human-robot teams

(as described in the CURED Framework in Section 1.1.2) and enable robots to earn

well-calibrated trust from their human operators.

2.5 Red Teaming

As discussed in Section 2.4.3, every agent in a cooperative task uses models to

simplify the unboundedly complex world. While simplifying models are necessary, the

incomplete knowledge of these models carries risks, and disastrous outcomes occur

when some “unknown unknown” arises that is unaccounted for in the model [60].

In safety-critical domains, we want to minimize the risks inherent in the robot’s

incomplete knowledge of the world to avoid unsafe situations and dangerous conse-

quences. In Chapter 5, we propose that safety-aware reasoning requires human-robot

red teaming to share autonomy between human and robot agents and challenge

the assumptions made by both humans and robots in safety-critical domains. To

explore the importance of red teaming within the CURED Framework in this dis-

sertation, we review literature on definitions of red teaming in different fields (Sec-

tion 2.5.1), different types of red teams (Section 2.5.2), applications of computational

45



red teams (Section 2.5.3), and exploring alternate possibilities through counter-factual

reasoning (Section 2.5.4).

2.5.1 Definition of Red Teaming

Red teaming is used to detect weaknesses and vulnerabilities, explore possibilities,

consider multiple perspectives or alternate analyses, reveal biases, and challenge

conventional wisdom by considering an adversary’s perspective [77, 78, 79, 80, 81,

82, 83, 84]. During red teaming exercises, the Blue Team (“good guys”) has an

objective and considers how the Red Team (“bad guys”) may thwart that objective.

The Blue Team can improve their plan or capabilities accordingly to prevent the

Red Team’s attacks [85].

In many red teaming scenarios, especially modeling warfare computationally, the

goal is not victory, since winning and losing are not clearly defined. Instead, the

ultimate goal of red teaming is to explore possibilities, understand tradeoffs, mitigate

risks, educate decision makers, and inform decision-making before disastrous outcomes

occur [85, 78]. Red teaming has been applied in a number of domains, including

military [78, 85], computer security and cyber-security [86, 77, 80, 87, 82, 88],

and even organizational practices and procedures that aim to challenge institutional

biases [83].

2.5.2 Types of Red Teams

Red teaming implementations vary greatly depending on the context, but have

primarily focused on human red teams, where people simulate opponent’s viewpoints

to challenge their thinking [86, 77, 78, 87, 83, 88]. For example, one work uses

a human red team to generate adversarial examples and test the capabilities of

a computational language model [84]. More recent work explores automated or

computational red teams to automate the creation of adversarial perspectives in
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different ways [85, 79]. For example, Perez et al. [90] use a red language model

to identify offensive language in a target language model. These works aim to use

computational red teams to inform the decision-making of human teams [81, 89].

Computational red teams will be discussed in more detail in Section 2.5.3.

Red teaming in complex systems is often less about making decisions and more

about exploring the vast space of possibilities [85, 79]. We take inspiration from the

idea that red teams serve as “reality checks” and must be involved throughout all

stages of a procedure [86]. Previous works on red teaming focus on human red teams,

computational red teams, or human teams informed by computational red teams.

However, previous research on robot operation in safety-critical problem domains such

as space exploration emphasizes the importance of human-robot teams [26]. For our

work in safety-aware reasoning presented in Chapter 5, we propose a human-robot

red team in which humans and robots work together to provide checks-and-balances

and challenge assumptions in both the humans’ and robots’ simplifying models for

shared autonomy tasks.

2.5.3 Computational Red Teams

Human red teams have long been used in military [78] and computer and cyber-

security domains [86, 77, 87, 88], and many researchers have explored organizational

best practices for allowing red teams to succeed [77, 83]. In contrast, computa-

tional red teaming (CRT) has been formalized as multi-agent systems comprised of

environments, objects, agents, relations, operators, and operations [79].

Abbass et al. [79] present multiple levels on which computational red teams

may function. Their work emphasizes the importance of defining and modeling

computational red teaming problems as multi-agent systems that aim to explore

the impact of each agent’s actions on the system. The five different levels of

computational red teaming represent the increasing degrees to which the computational
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red team adapts to the complexity of the environment and system being evaluated.

The computational red team (CRT) levels are:

a) CRT0: An agent is equipped with generic decision-making models—such as

reactive rule-based models or finite state machines—that do not evolve as the

agent interacts with the environment. Agents at level CRT0 solve relatively

simple problems such as fitness or sensitivity analysis.

b) CRT1: Each individual agent can learn, adapt, and change its decision-making

process as it interacts with the environment. Agents at level CRT1 learn

through evolutionary or social/lifelong learning algorithms.

c) CRT2: A team of agents learns and evolves together. Teams at level CRT2

explore best configurations or strategies at the team level in order to defend

against the fixed strategy of the opposing team.

d) CRT3: The environment itself can change and evolve, as opposed to lower

CRT levels where agents make decisions within a static environment. Agents

at level CRT3 co-evolve alongside the dynamic environment, and the team’s

performance depends on reciprocal interactions with the other team and the

environment.

e) CRT4: Agents and teams must reflect in order to identify their own biases

and practice “unlearning to learn” [79]. Agents and teams at level CRT4

achieve reflection by self-assessing measures of performance and understanding

all components of red teaming, including context, computations, and analysis.

This framework of CRT levels serves to scope how works contribute to red teaming

research by describing what levels are relevant to different tasks. In Chapter 5, we

will explore different levels of reasoning through which our proposed human-robot red

team adapts its decision-making.
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Computational red teams have been used to solve a wide variety of problems in

many applications. Yang et al. [85] operate on level CRT2 [79] and use evolutionary

algorithms in simulation to learn what blue team battlefield strategies minimize blue

team harm against different fixed red team characteristics. The purpose of these

computational red teams is to inform and focus human decision-making in different

domains [85, 79], for example about physical security assessment of buildings [81] or

defending vulnerabilities in large enterprise networks [89].

2.5.4 Counter-Factual Reasoning

Another option for addressing vulnerabilities in a simplified model is to avoid dire

consequences by identifying “upstream decision points” [60] through counter-factual

reasoning. By using near miss events to trigger analysis of the situation that led to

dangerous circumstances, counter-factual reasoning can consider past opportunities for

action that could be used to avoid future hazards. Counter-factual reasoning is a

form of causal inference [330, 331, 332] that learns from experience by considering

alternative versions of past events. Counter-factual events are mental representations

of alternatives (what might have been), and serve to infer the effects of contrasting

actions [333]. In this way, counter-factuals create “blueprints for future action” [334]

and explore varying or alternate ways to reach unrealized goals [335, 336].

Due to the importance of explainable robot reasoning [179, 2, 65, 321], some

researchers have explored using counter-factual explanations for automated decisions

in complex systems. Wachter et al. [66] implement human interpretable explanations

by modifying inputs to a black-box model, observing the differences in output, and

using these differences as counter-factual explanations for the impact of the changes.

They note that explanations are crucial for building trust and promoting “societal

acceptance of algorithmic decision-making” [66]. In Chapter 5, we explore how

safety-aware reasoning can utilize counter-factual reasoning by considering alternate
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risk mitigating actions, thereby identifying upstream decision points to avoid unsafe

operating conditions.
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Chapter 3

Composable Causality in Semantic Robot Programming

Assembly tasks are challenging for robot manipulation because the robot must

reason over the composed effects of actions and execute multi-objective behaviors.

Robot control programs are typically written with predefined priorities provided by

users to determine how to compose controller behaviors. However, we want the

robot to autonomously select these compositions based on their composed effects

within the task. We present Composable Causality in Semantic Robot Programming

to allow robots to reason over the composed effects of controllers and autonomously

compose controllers without predefined priorities. Our proposed causal control basis

combines controller behaviors with causal information about how the behaviors can

be used to execute high-level symbolic actions. The robot uses the causal control basis

to predict the state-action utility of performing an action to achieve the intended

composed effects in the context of the planned assembly task. The composed

causality predictions are used to select which action to execute during furniture

assembly. We evaluate the robot’s state-action utility estimates in different furniture

assembly trials in simulation on the Baxter robot. The robot’s ability to assemble

furniture using different multi-objective connection actions demonstrates the usefulness

of the composed causality predictions from our causal control basis.
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3.1 Introduction

Assembly tasks present unique challenges in reasoning over objects and executing

complex behaviors in long-horizon tasks. Robot control programs must overcome

difficulties when assembling objects, including composing the effects of multiple

behaviors and maintaining these composed effects as they move on to the next

step. We need a flexible way to program our robots to perform assembly tasks

and Semantic Robot Programming (SRP) [101, 100] has emerged as an intuitive

way to declaratively program robots. Within the SRP paradigm, robots can infer

goal conditions from a demonstrated goal scene and reason over available objects

and actions to reach the goal. The focus of SRP was to address the perceptual

challenges involved in perceiving the demonstrated goal conditions. Now that these

perceptual challenges have been addressed, we aim to extend SRP in terms of the

types of actions that the robot can perform. By extending SRP, we will be able to

declaratively program robots to perform actions with composed effects on objects, as

is expected in challenging assembly tasks. Specifically, robots need to reason about

the objects themselves, compose effects on these objects during task execution, and

overcome the challenges of assembly tasks.

Completing an assembly task often requires complex actions, such as achieving

concurrent motion goals. For example, screwing in a screw involves moving and

performing a spiraling motion concurrently. To perform behaviors while reasoning

from the perspective of the object, many works use object-centric controllers within

a control basis. Controllers can be executed concurrently together to execute more

complex composed behaviors. Compositions of controllers have multi-objective roles in

achieving the complex motion goals in assembly tasks. We note that the attribute

“multi-objective” describes the role of an action in a particular plan. While actions

often achieve multiple effects, some of these effects may be side-effects that do not
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Figure 3.1: A robot assembling furniture through goal-directed manipulation. The
robot must reason over the composable causality of controllers to achieve the task
goal.

contribute directly toward achieving the task goals while others are relevant to the

task objectives. When an action achieves multiple consequences on a causal path

toward achieving the plan’s goals, we say this action plays a multi-objective role in

the plan. Because controllers within a control basis can be composed, object-centric

controllers will be the building blocks for actions with multi-objective roles towards

achieving assembly task goals.

The compositions of controller behaviors necessary to perform multi-objective

actions are generally determined by a predefined priority provided by the user. How-

ever, we want robots to autonomously compose controllers without these predefined

priorities. Reasoning over actions symbolically can be disconnected from the realities

of physical execution. Instead, we expect robots to reason over the pre-conditions

and post-conditions of the executable action and ground the action effects on the

objects in the perceived scene. Only recently have researchers started to address

the question of autonomously composing controllers for multi-objective actions [6].

Figure 3.1 shows an example of the challenges a robot faces while executing a

multi-objective action during an assembly task. It is difficult to express the qualita-

tive insights expert users have on controller compositions in a precise, quantitative

way that can be reasoned over and used by robots. Instead, we want to place the
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responsibility on the robot to discover why one controller composition performs better

in some situations than others, lessening the cognitive load on the user. The robot

will need to reason over the composed effects of different compositions autonomously

in order to execute multi-objective actions within the SRP paradigm.

In this chapter, we propose a causal control basis to build on SRP and allow

robots to autonomously compose controllers to achieve assembly tasks. We take

inspiration from works that apply notions of causality to goal-directed manipulation

tasks [8]. The causal control basis annotates (possibly composed) controller behaviors

with causal information about the roles the controllers play toward achieving task

goals. This causal information is intended to allow the robot to determine how to

prioritize composed behaviors without relying on predefined priorities from the user.

Using the given causal control basis , the robot can estimate the utility of a controller

composition based on whether the composition is predicted to achieve the desired

composed effects on the objects in the scene. During task execution, the robot will

autonomously compose controller behaviors based on their predicted composed effects

and execute the afforded multi-objective actions to assemble a piece of furniture. We

test the causal reasoning in simulation on the Baxter robot in a variety of furniture

assembly tasks and find that it provides the robot with sufficient information to

autonomously compose controllers without predefined priorities from the user. Our

work on composable causality demonstrates that the causal control basis allows

the robot to achieve challenging goal-directed manipulation tasks within the SRP

paradigm.

3.2 Related Work

3.2.1 Assembly Tasks

We consider construction tasks as an interesting domain for complex goal-directed

manipulation. Assembly is a challenging problem because it requires the ability to
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plan over long-horizons, understand properties of objects, and manipulate objects in

particular ways. Nair et al. [13] present a tool construction pipeline that allows robots

to construct tools to achieve tasks. Many works use learning from demonstration to

teach reusable motion primitives that the robot uses to assemble different objects [173,

172], including furniture such as tables [171]. Lee et al. [9, 10] developed the IKEA

Furniture Assembly Environment as a test-bed for the perception, planning, and

control required to perform construction tasks. Though their assembly environment is

designed for reinforcement learning, we use the IKEA Furniture Assembly Environment

to allow the robot to predict the effects of a given control policy. Together, these

works emphasize the immense interest and challenge of tool-use and construction

tasks, which motivates our choice of assembly tasks as our problem domain.

3.2.2 Object-Centric Controllers and Control Basis

Due to the significance of object affordances [33], robotics research has gravi-

tated towards interacting with objects through object-centric motions. Object-centric

behaviors are expressed in task frames that bridge the gap between high-level

symbolic description of actions and the low-level servomechanism execution of ac-

tions [5, 122, 123]. For example, expressing a crank-turning-action in world frame

involves reasoning over the arc the crank might follow. But expressing the same

crank-turning-action in a task frame fixed to the crank involves applying force along

an axis of the crank until resistance is met [5]. Reasoning in the task frame

simplifies the expression of the action and emphasizes the effect on the object itself.

To execute these object-centric actions, researchers use object-centric controllers,

which send joint commands such that the robot achieves low-level motion primitives.

Controllers can be used within a control basis that forms the building blocks of all

behaviors the robot might need to execute. The behaviors within a control basis can

be composed through nullspace projection to yield multi-objective behaviors, enabling
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Figure 3.2: Visualization of controller composition, where two controller commands
are prioritized so they may be executed concurrently. The prioritization allows the
commands to be combined through nullspace projection. The visualization shows the
resulting composed controller command.

multiple controllers to be executed concurrently [186] to achieve multiple composed

goals [7, 41]. For example, robust grasping could be formulated as a multi-objective

action that involves positioning an end-effector while aligning the approach axis of

that end-effector with the target object. Composing multiple behaviors induces a

priority between these behaviors so that the controllers do not prevent each other

from converging. Mathematically, a priority between controllers means the joint

commands from the lower priority controller will be projected into the nullspace

of the higher priority controller. Section 3.3.2.1 will describe the prioritization and

projection in more detail. Practically, a priority between controllers means that

any progress made towards achieving the lower priority controller objective will not

disturb or disrupt any progress made towards the higher priority controller objective.

Figure 3.2 presents a visualization of how prioritized controllers can be composed

using nullspace projection to result in a composed controller command. The priorities

between controllers—the particular composition of these controllers—can greatly impact

the multi-objective role that action plays in the task plan. Many works explore
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composing controllers in atomic actions such as grasping [46, 45, 47] or conditioning

behaviors [48] such as avoiding joint limits and singularities.

Many works compose controller behaviors using predefined priorities provided

by the user [48, 46, 45, 47]. For example, a user may determine experimentally

that prioritizing positioning over alignment—where prioritizing the controllers through

nullspace projection is not a sequential relation, and instead the controllers execute

concurrently in a way that does not disrupt each other—results in the most robust

grasp poses. Therefore, the user will hard-code the robot to always perform multi-

objective grasps by composing these behaviors such that positioning is the highest

priority. However, we want robots to autonomously compose controllers to increase

their reasoning power over complex manipulation actions. Sharma et al. [6] present a

reinforcement learning approach to determining how controllers should be composed

to perform different tasks. They demonstrate that their approach allows robots to

autonomously compose controllers in atomic actions such as block pushing, screw

turning, and door opening. The work of Sharma et al. [6] demonstrates a significant

step towards autonomously composing controllers in order to perform atomic actions.

We build on this work and extend it to long-horizon construction tasks, where it is

necessary to reason about how the multi-objective action will be used in sequence

to achieve a larger task goal. This distinction requires the robot to have a deeper

understanding of when controller behaviors can be enacted, what the composed

effects of multi-objective actions will be, and how to maintain these composed effects

throughout task execution.

3.2.3 Causality

Work on causality analyzes cause and effect relationships between variables. Causal

relationships can be expressed as Causal Bayesian Networks (CBNs) [337] and ana-

lyzed through queries [330, 331, 332]. Traditionally, work on causality refers to the
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Figure 3.3: A Causal And-Or Graph presented by Xiong et al. [8]. The causal graph
describes how actions (causal nodes) induce changes in the state (fluent nodes). The
pictured causal graph can be used in laundry folding tasks. For example, to fold
both sleeves on a shirt (root fluent node), the robot must have folded each sleeve
in individually (as indicated by the causal OR node in the left subtree) or folded
both sleeves together (as indicated by the causal AND node in the right subtree).
A key feature of the causal graph is to indicate multiple potential ways to achieve
the same root effect.

effects of changes to variables on the distributions of other random variables in the

system. In the context of robot manipulation, causality takes on a different meaning,

referring to how robot actions cause effects on objects in the scene. Figure 3.3

shows an example causal graph from Xiong et al. [8] that reasons over desired effects,

possible actions to induce those effects, and the starting state from which those

actions could be taken. Causality has been particularly helpful in allowing robots to

reason over long-horizon tasks, such as assembly tasks.

Work in robot manipulation often uses several causal models. Xiong et al. [8]

found that hierarchical spatial, temporal, and causal models can be learned from

demonstration and used to achieve cloth-folding tasks. We build on this work by

incorporating hierarchical temporal information and causal models into our proposed

58



causal control basis to allow robots to autonomously compose controllers and reason

over the composed effects of actions in long-horizon tasks. In particular, the causal

relationships captured in the causal control basis will be similar to those in Figure 3.3

and capture action pre-conditions, possible actions to be taken, and the induced

effects of those actions.

3.3 Methods

3.3.1 Problem Formulation

To perform assembly tasks that require multi-objective behaviors, the robot needs

to predict the state-action utility of executing each controller composition in the

current state based on whether the given composition of controllers is predicted to

achieve its composed effects. By estimating the state-action utility, the robot will

evaluate how valuable it is to execute a particular controller composition; if the

composition achieves its intended effects and makes progress towards achieving the

task goals, then this action has a high state-action utility from the current state.

We assume we have a control basis Φ of controllers that can be composed to

achieve multiple objectives (the methodology for composition will be described in

Section 3.3.2.1). Given a task goal, the robot constructs a high-level task plan using

an off-the-shelf task planner and decomposes each symbolic action into a sequence

of executable motions. For actions that require multi-objective behaviors, we want

the robot to autonomously compose the given controllers and execute the planned

symbolic action by reasoning over the causality of the controllers based on the

utility estimates.

We formulate this probabilistic planning problem as a Markov Decision Process

(MDP) [338, 184, 339, 340] (S,A, P,R). The continuous state of the world is

defined by the poses of the objects xobj ∈ SE(3) and the robot configuration qt ∈ C

for configuration space C. A state s in state space S is a discrete, symbolic
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representation of the continuous state of the world. A control basis is a set of

controllers Φ = {ϕi}. An action a in action space A is the execution of a (possibly

composed) controller behavior. For controller behavior ϕi ∈ Φ, we denote an action

ai = execute(ϕi). The controllers that can be running at any given time are

elements of the power set of the control basis P(Φ). Suppose we have controllers

ϕi and ϕj that achieve objectives i and j, respectively. One possible composition

of these controllers is ϕj ◁ ϕi, where the “subject-to” relation ◁ indicates that

ϕi has a higher priority than ϕj (or equivalently, that ϕi is higher priority than

ϕj). Let Bt ∈ P(Φ) be the set of controllers running at time t. Since composing

controllers induces an ordering (priority) between them, all possible compositions of

the running controllers Bt are elements of the symmetric group SBt , which is the

set of all possible permutations over the elements (controllers) in Bt. For example,

if Bt = {ϕi, ϕj}, then SBt = {ϕi ◁ ϕj, ϕj ◁ ϕi}. Therefore, the set of all possible

composed controller behaviors Ξ for a control basis Φ is:

Ξ = {SBt | Bt ∈ P(Φ)} (3.1)

The resulting action space is:

A = {execute(ξ) | ξ ∈ Ξ} (3.2)

The transition probability P (s′|s, a) indicates the probability of achieving the com-

posed symbolic effects s′ of a (composed) controller execution a ∈ A when enacted in

the current state s. The transition probability will be discussed more in Section 3.3.4.

The reward function R(s, a, s′) is the reward of performing action a = execute(ϕi)

that executes controller ϕ in state s to achieve composed symbolic effects s′. We
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define the reward function:

R(s, a, s′) =


1 controller objectives met

0 otherwise

(3.3)

where the reward is 1 if the action achieves its intended effects s′ (the executed

controllers achieve their objectives) and the reward is 0 otherwise. We want the

robot to execute the controller ϕi that has the highest state-action utility (cumulative

reward) based on whether the controller is predicted to achieve its composed effects.

The action space is determined by the causal control basis , but the robot is not

given any information about the state-action utilities associated with the (composed)

controllers. The robot needs to estimate the state-action utilities for each possible

controller composition.

3.3.2 Causal Control Basis

We propose a causal control basis Φ that the robot will use to predict the state-

action utilities of actions and determine which composition of controllers to execute

to achieve assembly tasks. The causal control basis Φ = (Φ, T ,GC) is given to the

robot and is comprised of the following components: a set of controllers or control

basis Φ = {ϕi}, a set of temporal action sequences T = {τ}, and a set of composed

causal graphs GC = {GC}. The following sections (Section 3.3.2.1, Section 3.3.2.2,

and Section 3.3.2.3) describe each component of the causal control basis (Φ, T , and

GC, respectively) in greater detail.

3.3.2.1 Control Basis

The control basis Φ is a set of controllers Φ = {ϕi} that form the building

blocks of the robot’s behaviors. The control basis is related to basis vectors in a

vector space. A basis in a vector space is a set of vectors from which any vector in
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the vector space can be written as a linear combination of the vectors in the basis.

Similarly, as described in Section 3.2.2, controllers in a control basis can be composed

or executed concurrently to perform more complex behaviors that achieve composed

effects. Joint commands from multiple controllers can be combined using several

different schemes. For example, joint commands could be added together. However,

conflicting joint commands can prevent either controller from converging and achieving

the controller objective. Instead, several works use nullspace projection (or equivalently

nullspace composition) to compose commands from multiple controllers [46, 45, 47].

Nullspace composition induces a priority between the concurrently executed con-

troller behaviors. The “subject-to” relation ◁ describes this prioritized relationship.

For example, for two controllers ϕi, ϕj ∈ Φ, the relation ϕj ◁ ϕi indicates that the

objective of controller ϕj will be performed “subject-to” the objective of controller

ϕi. Equivalently, we say that controller ϕi is higher priority that ϕj. Figure 3.2

provides a visualization of how nullspace composition creates composed controller

commands.

Computationally, nullspace composition projects lower priority controller commands

into the nullspace of higher priority controller commands. This nullspace projection

ensures that the lower priority controller commands are tangential to the higher

priority commands. Consider the controller composition ϕj ◁ ϕi. The controllers ϕi

and ϕj compute joint commands ∆qi and ∆qj, respectively. Nullspace composition

will project the lower priority controller command ∆qj into the nullspace N of

the higher priority controller ϕi. We can compute the Jacobian Ji of the control

function ϕi:

Ji =
∂ϕi
∂q

(3.4)

which denotes how the controller command changes with respect to the robot

configuration q. The controller Jacobian can be used to compute the nullspace of
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Figure 3.4: Visualization of controller composition ϕj◁ϕi through nullspace projection
and the resulting composed controller command ∆q.

the higher priority controller:

N (Ji) = I− J#
i Ji (3.5)

where I is the identity matrix and (·)# denotes the matrix pseudo-inverse. The

combined joint command ∆q can be computed using the nullspace projection:

∆q = ∆qi +N (Ji)∆qj (3.6)

Figure 3.4 shows a visual representation of the nullspace projection for controller

composition ϕj ◁ ϕi. Nullspace projections can be chained together to compute

composed commands for more complex controller compositions. For example, for

controller composition ϕk◁ϕj◁ϕi, the combined joint command ∆q can be computed

using multiple nullspace projections:

∆q = ∆qi +N (Ji) [∆qj +N (Jj)∆qk] (3.7)

Now that we have presented the computational methodology behind nullspace
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composition, we aim to provide more intuitive understanding of the effect of nullspace

composition on the executed robot behavior. Composition of controller behaviors

means the controllers are executed concurrently. The nullspace projection method

for controller composition ensures that the combined control commands do not

undo progress made toward achieving each controller objective. In particular, the

prioritization of controllers ϕj ◁ ϕi means that any progress made toward the lower

priority controller objective ϕj does not undo any progress made toward the higher

priority controller objective ϕi. Nullspace projection projects the lower priority

controller command into the nullspace of the higher priority controller command,

which results in a projected controller command that is orthogonal to the higher

priority controller command. We can think of nullspace projection as affecting the

time-scales on which the controller commands converge. In general, the nullspace

projection of the lower priority controller means that the lower priority controller will

approach its convergence point at a slower time-scale. The projection prevents the

robot from executing the full joint command, and slows the robot’s progress towards

that controller goal. The higher priority controller will approach its convergence

point at a faster time-scale, since the commands are not projected.

Several works use the nullspace composition approach for combining controller

commands such that the resulting robot behaviors achieve multi-objective roles within

the task plan [45, 46, 47]. The goal of our work is to provide robots with the

reasoning capabilities necessary to determine the appropriate prioritization of controller

behaviors that will achieve the desired composed effects.

For the tasks considered in the experiments, we define the control basis—discussed

in more detail in Section 3.4.1.1—to include controllers for gripper joints, end-effector

pose, end-effector position, end-effector rotation, and screwing behaviors. However,

our formulation will work with an arbitrary control basis.
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3.3.2.2 Temporal Action Sequences

The set T of temporal action sequences T = {τ} is the set of the sequences of

controller executions that correspond to high-level symbolic actions. This temporal

information can be presented in several ways, such as behavior trees or hierarchical

temporal graphs [8]. For simplicity, we use functions τ to encode the list of

actions the robot should execute to achieve specific symbolic effects. Every temporal

action sequence function τ includes the high-level symbolic action name, the intended

action effect, and, most importantly, the list of low-level actions the robot must

execute. The low-level actions in the temporal action sequence all have the form

a = execute(ϕ), as described in Section 3.3.1. The controllers to be executed can

be primitives (such as opening and closing a gripper), simple controller behaviors

(such as moving the robot’s end-effector to a given 6D pose), or composed controller

behaviors.

The purpose of the set of temporal action sequence functions T is to describe

how the controllers from the control basis Φ can be sequenced to perform high-level

symbolic actions. These temporal action sequence functions will be used to inform

the robot’s action sequences to complete task goals.

Figure 3.5 presents a general form for the pseudocode of the temporal action

sequence functions τ . Figure 3.6 shows an example temporal action sequence function

τpick-up, which provides the sequence of low-level actions to execute in order to achieve

the high-level symbolic pick-up action.

3.3.2.3 Composed Causal Graphs

The set GC of composed causal graphs GC = {GC} is the set of composed causal

graphs that describe the desired effects of controller compositions with multi-objective

roles in the task plans. A composed causal graph GC ∈ GC is composed of 3 types

of nodes (Figure 3.7a):
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Figure 3.5: The general form of a temporal action sequence function τ . Each
programmatic function has a name representing the high-level action, function inputs,
and intended symbolic effects. The function τ returns the sequence of low-level
actions required to perform the high-level symbolic action. Each low-level action is
an execution of a controller behavior from the control basis Φ.

Figure 3.6: The temporal action sequence function τpick-up for the high-level pick-up

action. This action sequence picks up an object obj with robot end-effector ee by
executing controllers ϕgripper, ϕ6Dpose ∈ Φ, which send joint commands to the gripper
and move the end-effector to a 6D pose, respectively. Functions open and close

provide the joint states for the given end-effector corresponding to the primitives
open and close. We assume we have functions that determine the pre-grasp, grasp,
and post-grasp poses relative to a given object obj.
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• State nodes that are literals describing a symbolic state;

• Controller nodes that indicate a controller that will cause a change of the

symbolic state; and

• Composed effect state nodes that describe the desired composed effects of an

action with a multi-objective role in the plan.

The nodes are organized in levels, meant to indicate temporal relationships. State

and/or composed effect state nodes on the same level of the graph indicate that

these literals are all true at the same time. Controller nodes on the same level of

the graph indicate that these controller behaviors could be execute concurrently or

composed to achieve a desired composed effect. The nodes in the composed causal

graph are connected by 3 types of directed edges (Figure 3.7b):

• Pre-condition edges that connect state nodes to controller nodes, indicating

that the state is a pre-condition for executing the controller;

• Effect edges that connect controller nodes to state nodes, indicating that the

state is a post-condition or consequence of the executed controller; and

• Composed effect edges that connect state nodes to composed effect state

nodes, indicating that some combination of states could result in the desired

composed effects.

Figure 3.7 shows a legend of the nodes and edges that will be used to create

composed causal graphs.

The purpose of a composed causal graph GC is to provide information to

the robot about the intended multi-objective role a composed controller plays in

a task plan. Specifically, the composed causal graph indicates the pre-conditions

and desired composed effects of a composed controller behavior. However, the

composed causal graphs do not indicate how to compose the controllers or what
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(a) Types of nodes in a composed causal graph GC ∈ GC .

(b) Types of edges in a composed causal graph GC ∈ GC .

Figure 3.7: Legend of types of nodes and edges used to create composed causal
graphs.
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Figure 3.8: Example composed causal graph for a generic connection action that
connects an object obj to a target piece target. Initially, we expect the object obj

to be grasped by the robot. Grasping is a pre-condition for executing positioning
ϕpos and alignment ϕalign controllers. The controllers will achieve the effects that the
object is positioned and aligned relative to the target based on 3D position ptarget

and quaternion qtarget. If the object obj is appropriately positioned and aligned
relative to the target object target, then the robot will achieve the composed
effect that the two parts are connected. This composed causal graph indicates to
the robot that the composed effect connected(obj, target) can be achieved by
composing the controllers ϕpos and ϕalign. However, the composed causal graph does
not tell the robot how to appropriately prioritize these behaviors. The robot must
determine which prioritization—ϕalign ◁ ϕpos or ϕpos ◁ ϕalign—to execute in order for
this composed controller behavior to achieve the appropriate multi-objective role in
the assembly task plan.

the prioritization between the controller behaviors should be in order to achieve the

desired composed effects. Instead, this causal information will allow the robot to

estimate the state-action utility of executing different controller compositions based on

which compositions are most likely to achieve the desired composed effects indicated

in the graph.

As an example of the relationships presented in a composed causal graph, Fig-

ure 3.8 presents a composed causal graph for a generic connection action, which will

attempt to connect two pieces of furniture by composing positioning and alignment

controllers. Note that the composed causal graph does not indicate how the robot

should compose or prioritize these controllers in order to achieve the part connection.
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The composed causal graph provides the relevant causal information that will enable

the robot to reason autonomously over composing the controllers without pre-defined

priorities from the user.

3.3.3 State-Action Utility Predictions

Given the domain-specific causal control basis Φ, the robot must estimate the utility

of executing the possible controller compositions described by the set GC of composed

causal graphs. In particular, whenever two controller nodes exist on the same level

of a composed causal graph GC ∈ GC—indicating that the controllers are executed

concurrently—the robot will consider all possible compositions of those behaviors.

The robot will predict the state-action utility of executing a specific prioritization

of the controllers in the current state to achieve the expected composed effects

indicated in GC .

To predict the state-action utilities of the possible controller compositions de-

scribed by the set GC of composed causal graphs in the causal control basis, the

robot will perform a large number N of Monte Carlo simulations. Suppose the robot

is predicting the state-action utility of arbitrary controller composition ϕk ◁ ϕj ◁ ϕi

(where the “subject-to” relation ◁ indicates the priority of behaviors in the com-

position, specifically that ϕi is the highest priority approaching its goal at the

fastest time-scale, and ϕk is the lowest priority approaching its goal at the slowest

time-scale) suggested by causal graph GC . For each Monte Carlo simulation, the

robot uniformly samples its initial starting configuration q and poses of the objects

in the scene {xobj}, which will determine the symbolic starting state s ∈ S. The

continuous goals for each controller are determined by the expected final object

poses, which will also be uniformly sampled such that the expected symbolic com-

posed effects s′ ∈ S can be achieved, where s′ is the composed effect node in GC .

During the Monte Carlo simulation, the robot will simulate execution of action
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a = execute(ϕk ◁ ϕj ◁ ϕi) until the composed controllers converge or until large time

threshold T . The causal control basis computes a utility for the simulation based

on the composed controller behavior in the simulated scenario. Let Q̂n(s, a) be

the predicted state-action utility [339, 340] for simulation n of N . We define the

predicted state-action utility to be:

Q̂n(s, a) =


1 controller objectives met

0 bad progress

ha(s, s
′, sT ) early termination, t ≥ T

(3.8)

where sT is the state at time threshold T when the simulation ends and ha(s, s
′, sT )

is a heuristic evaluation function based on starting state s, the target simulation

end state s′, and the actual simulation end state sT at time t = T . When the

controllers meet their objectives, the simulation earns a predicted normalized utility

of Q̂n(s, a) = 1 since the simulated action execution achieved the intended composed

effects (earning reward R(s, a, s′) = 1 according to Equation 3.3). If bad progress is

made, then at some state st where t < T , the controllers reached a local minimum—

for example, the controller objective function stopped decreasing. Bad progress results

in a predicted normalized utility of Q̂n(s, a) = 0, indicating the simulation did not

make progress towards the composed goals (earning reward R(s, a, s′) = 0 according

to Equation 3.3). Finally, if the simulated time threshold is exceeded t ≥ T , then

we terminate the simulation early and estimate the utility value with a heuristic

evaluation function [339, 340]. We utilize a heuristic that computes the percent

decrease of the distance to the goal:

ha(s, s
′, sT ) =

da(s, s
′)− da(s, sT )

da(s, s′)
(3.9)

where the distance function da computes the controller-specific distance between an

71



initial state and an ending state. This heuristic function ha is meant to estimate

progress towards the goal made by the controller composition in the case where the

simulation terminates before convergence.

The causal control basis estimates the state-action utility of executing action

a = execute(ϕk ◁ ϕj ◁ ϕi) based on initial state s and intended composed effects s′.

The estimated utility for N Monte Carlo simulations [339, 340] is:

Q̂(s, a) =
1

N

N∑
n=1

Q̂n(s, a) (3.10)

During task execution, whenever the robot has to perform a multi-objective action,

the robot will query the causal control basis for the action that has the highest

state-action utility. Using these predicted state-action utility values, the robot will

choose to execute the action a according to a policy π that selects the action with

the highest predicted state-action utility:

a = π(s) = argmax
a

(
Q̂(s, a)

)
(3.11)

toward achieving the intended composed effects.

3.3.4 Action Repetition

As will be described in Section 3.4.4, when an action fails, we allow the robot to

retry the action to complete the assembly task goals. In Section 3.3.1, we defined

P (s′|s, a) to be the probability that action a achieves the (possibly composed)

symbolic effects s′ when executed in state s. The probability that an action a fails

to achieve its intended effects is 1 − P (s′|s, a). Let Pz(s
′|s, a) be the probability

that action a achieves its intended effects after z attempts. If the action fails z − 1
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times and succeeds on attempt z, the repeated action will succeed with probability:

Pz(s
′|s, a) = 1− [1− P (s′|s, a)]z (3.12)

If we allow enough attempts of the action, this probability will approach 1, such

that Pz(s
′|s, a) → 1. Ideally, we want actions to succeed after few attempts in

order to complete the assembly task more efficiently. However, even if the action

occasionally fails, we do expect the robot to eventually complete the assembly task

after multiple action attempts according to Equation 3.12.

3.4 Experiments and Results

Figure 3.9 describes the pipeline for assembling furniture using Composable Causal-

ity in Semantic Robot Programming and the use of our proposed causal control

basis. We assume that the robot has parsed the goal conditions from a demon-

strated goal scene of the task as in SRP [101, 100]. We also assume that we have

affordance-based perception [129, 141, 143] to perceive the objects and affordances

in the scene. For example, Affordance Coordinate Frames (ACFs) [140, 141] are one

possible implementation for affordance-based perception. These perceived objects and

affordances seed the initial state of an off-the-shelf high-level task planner1 [341],

which constructs the task plan. The temporal action sequence functions from the

causal control basis tell the robot how to convert each high-level action in the task

plan into a sequence of (possibly composed) low-level controller commands. The robot

instantiates each low-level action based on the current poses of the objects and their

perceived connection sites. To execute the connection actions with multi-objective

roles in the task plan, the robot queries the causal control basis for the action with

the highest predicted state-action utility according to Equation 3.11. The robot

1Pyperplan STRIPS planning library: https://github.com/aibasel/pyperplan

73

https://github.com/aibasel/pyperplan


Figure 3.9: Our pipeline for Composable Causality in Semantic Robot Programming.
From the initial state, the robot perceives the affordances in the scene. In the
depicted example, the robot perceives the afforded connections between the base of
the chair and the support rod (in blue) and between the support rod and the
chair seat (in yellow). These perceived affordances inform the high-level task planner,
which creates a task plan. For example, the task planner may produce the high-level
plan [pick-up(rod, right-hand), connect(rod, base), pick-up(seat, left-hand),

connect(seat, rod)]. The task plan is executed by querying the causal control basis
for temporal action sequences, which determine the low-level controller behaviors
required to execute each high-level action (pick-up and connect) from the task
planner. For actions that play a multi-objective role in the plan by connecting two
pieces of furniture, the causal control basis is queried again to find the executed
controller composition with the highest utility (for example, the causal control basis
may estimate that in order to connect two parts based on positioning and alignment,
the action execute(ϕalign◁ϕpos) has the highest predicted state-action utility). Possibly
composed controllers are executed according to the temporal and causal information
in the causal control basis until the goal state is reached.
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executes this sequence of controllers to achieve the task goal of assembling furniture.

We evaluate the proposed causal control basis in various furniture assembly tasks in

simulation using the Baxter robot in the IKEA Furniture Assembly Environment2 [9,

10]. We assume that known object poses during manipulation and grasp poses for

every object part are provided. The connection of two parts is implemented as

welding in the Mujoco simulation, which checks the position and axis alignment of

connecting points.

Note that the simulated welding simplifies the furniture assembly problem; what

the simulator detects as sufficient positioning and alignment of the connecting points

would, in most cases, not translate to a sufficient part connection in a real-world

assembly task. These complex connection actions are their own area for future

research, since maintaining positioning and alignment while performing the connection

operation with a limited set of robot end-effectors is a whole-body control problem.

We leave real-world part connections for future work. Our experiments using the

causal control basis are meant to demonstrate the feasibility of autonomously composing

the controllers that will help achieve real-world part connections.

3.4.1 Causal Control Basis for Furniture Assembly

3.4.1.1 Control Basis Implementation

In this work, we define the control basis Φ for furniture assembly by gripper

joints ϕgripper, 6D end-effector pose ϕ6Dpose, 3D end-effector position ϕpos, end-effector

rotation ϕrot, and screw ϕscrew controllers. The gripper joint controller ϕgripper com-

mands the gripper to configurations such as open and close. The 6D pose con-

troller ϕ6Dpose commands the robot to reach an end-effector toward a given pose.

The 3D position controller ϕpos is used to position objects close to one another,

specifically to achieve the proximity constraint used for connecting two object parts.

2https://clvrai.github.io/furniture/
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The rotation controller ϕrot achieves relative orientation constraints between object

parts. The screw controller ϕscrew is used specifically for screwing in one object to a

target object, such as screwing a table leg into the tabletop. The rotation controller

would be used to maintain alignment between the table leg and tabletop while the

screw controller performs the screwing motion and applies pressure to achieve the

connection.

All of these controllers are implemented as object-centric potential field con-

trollers based on attractive potential fields that attract the robot and objects to the

controller goal. Our furniture assembly control basis Φ is the set of these controllers:

Φ = {ϕgripper, ϕ6Dpose, ϕpos, ϕrot, ϕscrew} (3.13)

3.4.1.2 Temporal Action Sequences

The set T of temporal action sequence functions T = {τ} indicate the sequence

of controllers that correspond to the high-level pick-up, insert, and screw actions.

Figure 3.6 shows the high-level pick-up temporal action sequence and Figure 3.10

shows the high-level temporal action sequences for the connection actions insert and

screw. For the connection actions insert or screw, the robot will have to determine

what composition of the controllers (indicated in the corresponding composed causal

graph in Figure 3.11) to execute within the sequence by selecting the composed

controller with the greatest predicted utility according to the policy in Equation 3.11.

3.4.1.3 Composed Causal Graphs

The set of causal graphs GC indicate the composed effects of the controllers

within the multi-objective insert and screw actions. As shown in Figure 3.11, the

causal graphs indicate the controllers that are involved in these connect actions, the
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(a) Temporal action sequence function τinsert for insert action. The action selected for the second
step argmaxa(Q̂(s, a)) is chosen from the possible compositions indicated in the composed causal
graph in Figure 3.11a.

(b) Temporal action sequence function τscrew for screw action. The action selected for the second
step argmaxa(Q̂(s, a)) is chosen from the possible compositions indicated in the composed causal
graph in Figure 3.11b.

Figure 3.10: The temporal action sequence functions τinsert and τscrew for the high-
level insert and screw actions. These action sequences connect an object obj to
a target object target by executing the controller composition with the highest
predicted state-action utility. We assume we have a ready function that determines
an initial pose for beginning the connection actions relative to the given target.
Note that the connect action in these sequences attempts the simulated welding,
and is only successful if the selected controller composition effectively achieves the
composed effects required for part connection.
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(a) Composed causal graph GC,insert for achieving the composed effect inserted. Insertion is
based on the relative positioning and rotation between the object parts. The composition with
the highest predicted utility will be selected for execution in the temporal action sequence in
Figure 3.10a.

(b) Composed causal graph GC,screw for achieving the composed effect screwed-in. Screwing is
based on the relative positioning and rotation between the object parts as well as the pressure
and screw motion applied by the screw controller. The composition with the highest predicted
utility will be selected for execution in the temporal action sequence in Figure 3.10b.

Figure 3.11: The composed causal graphs for insertion and screwing connection
actions. Both connection actions have pre-conditions that the object obj is grasped
by the robot. Grasping is a pre-condition for executing the appropriate controllers
to achieve the intended composed effects.
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Figure 3.12: The composed causal graph GC,pickup for achieving effect in-hand. Since
picking up an object does not play a multi-objective role in the task plan, the
causal graph GC,pickup does not include any composed effect nodes. Instead, this
causal graph shows a causal chain leading up to achieving effect in-hand. Since no
two controller nodes exist together on any level of the graph, the robot does not
need to estimate the state-action utility of any composed controller behaviors.
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Executed Controller Composition Predicted State-Action Utility

a = execute(ϕ) Q̂(s, a)
ϕpos ◁ ϕrot 0.723
ϕrot ◁ ϕpos 0.711

Table 3.1: Utility predictions for insert action, computed according to Equation 3.10
with N = 500 Monte Carlo simulations for each possible composition ϕ.

pre-conditions of enacting these compositions, and the intended composed effects of

these compositions. The robot will use the utility predictions from the causal control

basis to determine how to compose these controllers together.

We also include causal graphs for actions that do not require composed controllers,

such as the pick-up action in Figure 3.12. While this causal graph does not indicate

the need for any controller compositions, it contains information about the relevant

controllers, pre-conditions, and intended effects required to perform the pick-up

action.

3.4.2 Composed Causality Predictions

For the insert and screw connection actions, the robot simulated N = 500

executions of each possible composition. We used time threshold T = 300 controller

updates as the cutoff for the Monte Carlo simpulations. The predicted utility Q̂

was computed as described in Section 3.3.3.

The state-action utility predictions for the insert and screw actions are shown

in Table 3.1 and Table 3.2, respectively. In practice, expert users may define

fixed controller compositions, regardless of the initial and next states, because the

composed effects of these behaviors is expected to be the same regardless of the

state [46, 47, 45, 48]. We hypothesize that the robot can similarly utilize fixed

controller compositions, and therefore highlight the composition with the highest

utility that will be executed in the assembly trials in Section 3.4.4.

The composition with the highest utility for the insert action indicates that
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Executed Controller Composition Predicted State-Action Utility

a = execute(ϕ) Q̂(s, a)
ϕrot ◁ ϕscrew ◁ ϕpos 0.937
ϕpos ◁ ϕscrew ◁ ϕrot 0.936
ϕscrew ◁ ϕpos ◁ ϕrot 0.929
ϕpos ◁ ϕrot ◁ ϕscrew 0.925
ϕscrew ◁ ϕrot ◁ ϕpos 0.923
ϕrot ◁ ϕpos ◁ ϕscrew 0.904

Table 3.2: Utility predictions for screw action, computed according to Equation 3.10
with N = 500 Monte Carlo simulations for each possible composition ϕ.

positioning the object should be performed subject to aligning the object with the

target, ϕpos ◁ ϕrot. The composition with the highest utility for the screw action

indicates that aligning the object should be performed subject to screwing and

positioning the object, ϕrot ◁ ϕscrew ◁ ϕpos.

3.4.3 Interpretation of Utility Predictions

We can see in Table 3.1 and Table 3.2 that the predicted utilities of executing

the different compositions for each connection action are all very close. This may

suggest that the choice of composition hardly matters. However, the large body of

research exploring the many applications of composed controllers suggest that these

compositions are meaningful [46, 45, 47, 48] and worth learning about autonomously

through exploration [6]. Instead, it seems likely that the simulations themselves

may obscure more meaningful differences. For example, while assembly tasks are

challenging, IKEA furniture tends to be relatively straightforward to assemble, and

these tasks are further simplified in simulation [9, 10]. Furthermore, it may be

that the summation performed to aggregate observations about the Monte Carlo

simulations in Equation 3.10 [339, 340] may obscure more meaningful differences

about the behaviors of these controllers in different cases. For example, it may be

possible that the composition ϕrot ◁ ϕpos consistently makes bad progress because

the high priority positioning controller bumps the target out of the way before
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alignment can be achieved. To demonstrate initial feasibility of our causal control

basis approach, we considered very few cases when estimating the action utility

according to Equation 3.8. It seems likely that additional cases are needed in

order to properly evaluate performance and failure cases of these different controller

compositions in the context of an assembly task.

3.4.4 Furniture Assembly Task Results

The composition with the maximum utility prediction is used to execute connec-

tion actions in a variety of furniture assembly tasks to test the accuracy of the

estimated composed causality of the controllers. We tested the insert action within

10 trials of swivel chair assembly and tested the screw action within 10 trials of

table assembly, where each trial started with the furniture pieces randomly positioned

on the floor. All trials were executed on a simulated Baxter robot in the IKEA

Furniture Assembly Environment [9, 10] simulator. Across all trials, we compute

the average task time and success rates of the pick-up action, the multi-objective

insert and screw actions, and the entire assembly task. Summary information for

the swivel chair trials are in Table 3.3 and table trials are in Table 3.4. Table 3.5

shows summary information across all 20 assembly trials. See Appendix A for more

detailed information about all assembly trials. Note that compared to the time

we may expect a human to assemble a similar furniture item, the average task

execution times (approximately 4.5 minutes for the swivel chair and approximately

8 minutes for the table) are not particularly long. This is due to the simplifying

welding constraint used to connect object parts in the simulator.

When actions failed, it was often due to joint limits or local minima being

reached, especially during the pick-up actions. This is due to the predefined grasp

poses that we assume are provided to the robot—namely from the pre-grasp,

grasp, and post-grasp functions used to sequence the pick-up actions, as seen in
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Pick-Up Action Success Rate 0.606
Insert Action Success Rate 0.714

Swivel Chair Assembly Task Success Rate 1.000

Average Task Execution Time (s) 266.241

Table 3.3: Results from 10 swivel chair assembly tasks, with 33 pick-up attempts
and 28 insert action attempts. The success rates of the actions with composed
causality predictions from the causal control basis are highlighted to emphasize the
performance in a full assembly task. Table A.1 contains more detailed information
about all 10 swivel chair assembly trials.

Pick-Up Action Success Rate 0.909
Screw Action Success Rate 0.952

Table Assembly Task Success Rate 1.000

Average Task Execution Time (s) 492.072

Table 3.4: Results from 10 table assembly tasks, with 44 pick-up attempts and 42
screw action attempts. The success rates of the actions with composed causality
predictions from the causal control basis are highlighted to emphasize the performance
in a full assembly task. Table A.2 contains more detailed information about all 10
table assembly trials.

Figure 3.6. Selecting grasp poses is not the responsibility of our causal control basis ;

instead, we assume we have known grasp poses, similar to affordance templates [123].

As described in Section 3.3.4, the robot was allowed to retry an action whenever

it failed. The success rates of the multi-objective connection actions reflect the

performance of the causal control basis, and are highlighted in bold in Table 3.3

and Table 3.4. For 28 insert attempts across 10 swivel chair assembly trials, the

insert action success rate was 0.714 and the task success rate was 1. For 42

screw attempts across 10 table assembly trials, the screw action success rate was

0.952 and the task success rate was 1. The high task success rate is a feature

of the repeated action attempts described in Equation 3.12. The success rates for

both actions in the swivel chair tasks are lower because the object parts required

the robot to reach its arm much closer to the floor, and towards the limits of its

reachable workspace. Images from three swivel chair trials are in Figure 3.13 and

table trials are in Figure 3.14.
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(a) Swivel Chair Assembly Trial 1.

(b) Swivel Chair Assembly Trial 2.

(c) Swivel Chair Assembly Trial 3.

Figure 3.13: Execution of three swivel chair assembly trials using multi-objective
insert actions to connect parts together. Trials were executed on a simulated
Baxter robot in the IKEA Furniture Assembly Environment [9, 10] simulator.
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(a) Table Assembly Trial 1.

(b) Table Assembly Trial 2.

(c) Table Assembly Trial 3.

Figure 3.14: Execution of three table assembly trials using multi-objective screw

actions to connect parts together. Trials were executed on a simulated Baxter robot
in the IKEA Furniture Assembly Environment [9, 10] simulator.

85



Connection Successful Connection Success
Action Connections Attempts Rate

Insert 20 28 0.714
Screw 40 42 0.952

TOTAL 60 70 0.857

Table 3.5: Success rates of the multi-objective connection actions based on attempted
and successful connection actions across all 20 assembly trials.

The similarity of the multi-objective connection action success rates (Table 3.3

and Table 3.4) and the predicted normalized state-action utilities (Table 3.1 and

Table 3.2) indicates that the utility predictions accurately capture the effectiveness

of performing the composed controllers during task execution. When the connect

actions did not result in successful connections (due to joint limits or collisions

between objects), the robot would retry the action. The task success rate for both

the swivel chair and table tasks indicate that the robot was able to recover in

these cases and achieve a successful connection.

3.5 Future Work

Additional evaluation is needed to test how the causal control basis predictions

perform in real-world furniture assembly experiments. Real-world furniture assembly

experiments would force us to relax assumptions in the simulated experiments, namely:

(a) that the robot has perfect affordance-based perception of the objects in the

scene; (b) that the robot has waypoints (similar to affordance templates) for picking

up and preparing the objects for connection; and (c) that the test for secure part

connection is achieved through a simulated welding constraint. Implementing our

work on a real-world robot would involve perceiving the object parts and affordances;

computing pre-grasp, grasp, and post-grasp poses relative to the objects during task

execution; and making the connection actions more realistic. The connection actions

in particular will be an interesting challenge, for example by considering depth of
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insertion and screwing. We suspect part connection may be a whole-body control

problem, since the robot must maintain alignment and positioning of the object

parts while performing the connection and testing for security based on applied

forces. Real-world furniture assembly tasks will significantly improve the evaluation

of our causal control basis methodology.

Future work includes assembling more furniture pieces, assembling furniture with

more challenging initial part poses, and modifying the controller implementations for

a real-world robot rather than in simulation. Future work could also include creating

a more robust control basis by incorporating dynamics, including controller behaviors

for avoiding joint limits and collisions between objects, and extending our causal

control basis to coordinate the arms for bimanual or whole-body manipulation tasks.

The utility predictions from the causal control basis are based on the learning

rules for Monte Carlo simulations. However, our results show evidence that more

advanced analysis is required to appropriately characterize the behavior and failures

of composed controllers. In particular, our methodology reasons about the composed

controller as a whole, rather than observing progress made toward the individual

controller objectives. Further data collection about the individual controllers could

provide additional insights into trends that cause the composed controller to not

achieve its composed effects.

The multi-objective examples presented in this chapter as well as controller compo-

sitions described in the literature [46, 45, 47, 48, 6] frequently consider compositions

of two or three controllers. While theoretically, compositions could be over any num-

ber of controllers, there may be more practical limits to how many controllers are

composed at any one time. For example, suppose a mobile manipulator robot has 3

controllers for the mobile base responsible for balancing, traveling (lateral movement),

and turning (rotational movement) as well as 2 controllers for the manipulator arm

responsible for positioning and aligning the end-effector. There likely would not be
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a case where the robot would need to compose all 5 controllers together, since

the controllers affect different joint groups. Even within a single joint group, there

is a limit to how many actions the robot can reasonably perform at once. So

the robot may prioritize balancing above all else, then rotational movements for

turning the mobile base and aligning the end-effector, and finally lowest priority

are positioning movements for lateral travel and positioning the end-effector. These

practical questions will help optimize the performance of multi-objective actions as

research scales to more whole-body objectives.

3.6 Discussion and Conclusion

The robot’s ability to successfully assemble different furniture pieces demonstrates

the promise of our proposed causal control basis in predicting the composed effects

of controller behaviors. The causal control basis effectively extends the principles of

Semantic Robot Programming—that we need an intuitive way to declaratively program

robots to perform tasks—into more challenging tasks that involve multi-objective

actions. The causal control basis describes the intended results of the multi-objective

actions, but leaves the robot to determine how to compose the appropriate controller

behaviors and perform the action successfully. The causal control basis represents

important information that users often already provide robots in some form. For

example, the causal graphs encode information similar to symbolic descriptions of

action pre-conditions and post-conditions and the temporal graphs encode information

similar to hard-coded behavior sequences. Therefore, our causal control basis allows

users to intuitively share knowledge about actions such that robots can autonomously

determine how to enact those behaviors in challenging tasks.

In this work, we proposed a causal control basis for achieving composable causality

reasoning. Our causal control basis allows the robot to predict the utility of executing

a controller composition to achieve its composed effects, thereby estimating the
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composed causality of multi-objective actions. Our work in composable causality

demonstrates that reasoning over a causal control basis provides the robot with the

declarative knowledge necessary to autonomously compose controller behaviors without

predefined priorities to achieve furniture assembly tasks.

3.7 Contribution to Dissertation Goals

In the context of this dissertation, the causal control basis contributes to the

robot’s abilities to perform complex manipulation tasks that involve multi-objective

affordances on direct and indirect objects, such as assembly and tool-use tasks.

Furthermore, our work in composable causality provides a framework for limiting the

required expert knowledge engineering and expert programming by placing more re-

sponsibility on the robot to determine how to execute these complex multi-objective

behaviors. The causal control basis improves the robot’s reasoning capabilities in

manipulation tasks, increases the robot’s ability to autonomously compose controller

behaviors, and reduces reliance on expert knowledge. The CURED Framework em-

phasizes the importance of understanding on human-robot teams, and reducing expert

knowledge in favor of robot reasoning enables robots to effectively work alongside

non-expert humans. In this way, composable causality reasoning not only makes the

robot more capable of performing assembly and tool-use tasks, but also makes the

robot more trustworthy, understandable, and explainable when acting in challenging

problem domains.
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Chapter 4

Multi-Fingered End-Effector Grasp Reflex Modeling for

One-Shot Tactile Servoing in Tool Manipulation Tasks

Autonomous tool manipulation tasks are challenging for robots because they must

reason over the tool’s object affordances, how to grasp the tool so it may be

used, how the tool will interact with other objects in the environment, and how to

perform the complex tool affordances to complete the manipulation task. Focusing

on tool grasping presents further challenges, specifically generalization to novel tools

and modeling the problem in an explainable way suitable for safety-critical task

domains, such as robots operating autonomously to perform repair tasks in NASA

lunar habitats. In this work, we focus on grasping tools in an explainable way that

can be generalized to novel tools. We present a logistic regression based grasp reflex

model, which maps continuous end-effector sensor data to a set of discrete symbolic

states. An adjustment policy uses these symbolic states to compute the appropriate

gradient to change the end-effector pose and increase the probability of a secure tool

grasp. Once the tool grasp is sufficiently secure, the robot proceeds with the rest

of the manipulation task. We test our grasp reflex model on 6 novel tools, and find

that the model achieves one-shot generalization by successfully using tactile servoing

to secure grasps from one example of a secure grasp state. The robot’s ability to

learn to grasp tools in an explainable way that achieves one-shot generalization to

novel tools demonstrates the power of our grasp reflex model in allowing robots to

achieve autonomous tool manipulation tasks.

90



4.1 Introduction

As robots become more capable and take on more tasks, autonomous tool ma-

nipulation will be an important task for robots to accomplish. Not only do we

want robots to be able to use tools, but we want robots to be able to generalize

their knowledge and apply their learned behaviors to a wide variety of tools without

significant retraining. Tool manipulation is of particular interest for robotics since

it requires understanding of the tool’s object affordances [33], grasping the tool

intentionally so it may be used in the subsequent manipulation task, reasoning

over object-centric interactions [5, 123] between the tool and other objects, and

executing complex tool-use behaviors through composition [46, 45, 47, 48, 96] and

sequencing [7, 186] of lower-level actions. In this work, we focus on learning to

grasp tools in a way that generalizes to novel tools.

Autonomously grasping tools presents a number of challenges. Data-driven ap-

proaches show significant promise, but neural network based algorithms reduce the

explainability of the learned model. While these algorithms have proven to generalize

well to novel tools, inexplicable black box algorithms cannot be trusted in safety-

critical task domains [71, 72, 73, 74]. The challenge we aim to address in this

work is how to use a data-driven approach to learn to grasp tools using a simple

explainable model that generalizes to grasping novel tools not present in the training

data.

We take inspiration from a human grasp reflex by allowing the robot to adjust

its grasp. As seen in Figure 4.1, the robot will attempt a grasp on the tool,

validate the grasp using sensor data, and adjust the grasp as needed until the

tool is securely grasped. By allowing for adjustments to the grasp, we simplify the

learned model to map from sensory input to a small set of discrete states that

can be adjusted to improve the grasp quality. This approach of adjusting the grasp

91



Figure 4.1: A robot using a grasp reflex model to iteratively adjust its grasp until a
secure grasp is achieved.

to increase the probability of a secure grasp is tool-agnostic, and can generalize to

unseen tools.

In this chapter, we present a logistic regression based grasp reflex model for

multi-fingered end-effectors. Our grasp reflex model maps from multi-fingered end-

effector sensor data to a set of discrete symbolic states. We use a policy that

adjusts the grasp according to the detected symbolic state in order to increase the

probability of a secure power grasp. Once the robot is reasonably confident the

grasp around the tool is secure, it proceeds with the rest of the tool manipulation

task. In constructing our grasp reflex model , logistic regression analysis identified

statistically significant interactions between tool-agnostic model variables. We test

the generalization of our model on a set of 6 novel tools, and find that our grasp

reflex model achieves one-shot tactile servoing on these tools with a success rate of

about 0.73. This success rate indicates that the grasp reflex model accurately captures
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grasping relationships for tools similar to the tool used for training, but may not

sufficiently secure grasps on tools that are significantly different in size, shape, or

weight from the training tool. Our work in multi-fingered end-effector grasp reflex

modeling for one-shot tactile servoing demonstrates the power of training a simple

explainable grasp reflex model that generalizes to novel tools and furthers robots’

capabilities of autonomously performing tool manipulation tasks.

4.2 Related Work

4.2.1 Grasping in Object Manipulation Tasks

Robot grasping aims to restrain and manipulate objects, and comes with unique

challenges of controlling an end-effector while achieving contacts with and applying

forces to objects [199]. Many works have explored solving the problem of robot

grasping. Approaches to grasping are analytic (geometric) or data-driven (empirical);

model-based (which often involves pose estimation of known objects) or model-

free (which aims for generalized grasps on novel objects) [207]; and discriminative

(probabilistically ranking grasp candidates) [220], generative (generating grasp candi-

dates) [342], or hybrid (combining modeling and learning techniques) [343]. Robot

grasping can be performed autonomously, with real-time teleoperation from a human

operator, or with autonomous assistance to the operator [205]. Grasping is highly

dependent on the robot hardware, as gripper designs support different grasp configu-

rations and affect how the robot will interact with objects [196, 344, 345, 197].

Grasping for tool manipulation tasks presents several unique challenges. Tool

manipulation tasks require manipulation-oriented grasps [37], in which tools are

grasped for use in further manipulation tasks [39]. Tool grasp requirements constrain

grasping tasks such that finding optimal grasps can be formulated as a search

problem [37]. We take inspiration from searching for grasps [37] by testing and

verifying successful tool grasps with sensory feedback [229].
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4.2.2 Tactile Servoing

Because we expect the robot to attempt tool grasps and verify the grasp based

on sensor data, we consider tactile servoing methods. A counterpart to visual servoing,

tactile servoing uses data from tactile or contact sensors to control a robot [230].

Tactile servoing is essential for autonomous dexterous manipulation and in-hand

manipulation. Tactile servoing methods utilize the abundant sensory signals from

arrays of tactile contact sensors to estimate contacts and forces between end-effectors

and objects. These approaches typically rely on multi-fingered robot hands as opposed

to grippers in order to provide more degrees of freedom for controlling the object

and more sensory information [232].

Many works explore the variety of control tasks that can be achieved through

tactile servoing [233, 234, 346]. Tactile servoing methods can be used for state

estimation, such as estimating in-hand object poses [347] and external contact loca-

tions [348]. Reasoning over tactile contacts allows robots to perform in-hand object

reconfiguration tasks [349]. Visual and tactile servoing can often work together, with

vision information improving tactile servoing methods and tactile information improv-

ing visual servoing methods [236]. For example, exploratory tactile servoing or active

touch can be applied to identifying object shapes through active perception [137].

Combining visual and tactile feedback has also been explored for tool grasping and

manipulation tasks [229, 350, 351, 352].

Since tactile servoing methods typically rely on large amounts of data from tactile

sensor arrays, many works utilize data-driven machine learning approaches. Several

works utilize algorithms such as convolutional neural networks [237], deep learning

neural networks [238], or offline neural network based learning [239]. While these

algorithms have proven effective, these black box models reduce explainability, which

can be problematic for safety-critical problem domains [71, 72, 73, 74]. In this work,

we take inspiration from data-driven learning from demonstration approaches [239]
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but aim to process our sensor data using a more explainable model for use in

safety-critical applications.

4.2.3 Human-Inspired Grasp Reflex

The human grasp reflex has been well studied in developmental psychology. In

newborn humans, the palmar reflex is an involuntary response in which babies close

their fingers around an object when the palm is touched [353]. This reflex disappears

at a young age when babies are able to voluntarily use their hands and grasp

objects [354, 355].

Since tactile servoing often relies on multi-fingered robot end-effectors, many works

turn to biologically-inspired and human-inspired multi-fingered grasps. To mimic the

vast amount of sensory information provided by human hands, some works outfit

robot hands with large arrays of tactile contact sensors [231]. Many works explore

training robot end-effectors to mimic human grasp reflexes to assist people who use

prosthetic hands [356] and aid people in recovering from paralysis through robotic

rehabilitation [357].

Several works take biological inspiration for the algorithms themselves. For ex-

ample, one work takes inspiration from human grasps and assumes uniform contact

between all fingers and the object is required for a secure grasp [198] rather than

exploring the true model of the robot grasp. Tomovic et al. [206] attempt to geo-

metrically model the object being grasped using a number of geometric primitives in

order to simplify a human-inspired generalized grasp. Deckers et al. [358] demonstrate

that robots can learn to grasp objects based on proprioceptive information from

a gripper using reinforcement learning. Another work models a grasp reflex using

biological neuron models [223] as opposed to the artificial neuron models in neural

networks. Tieck et al. [209] propose a biologically-inspired spiking neural network,

which achieves one-shot learning on sphere, cylinder, and pinch grasp primitives.
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While these works demonstrate the power of biologically-inspired algorithms, we aim

to explore simpler more explainable algorithms for a human-inspired robotic grasp

reflex.

Rather than imitating biological systems, artificial reflex control (ARC) aims to

create an analogous approach [224], resulting in a simpler more explainable reflex

model. ARCs analyze sensory data to learn patterns of response. ARCs emphasize

the importance of responding to sensory information, and map sensory patterns to

appropriate joint states to create the reflex behavior [224]. He et al. [225] apply ARCs

to demonstrate an open/close gripper reflex that responds to pressure, similar to a

human baby’s pressure-based grasp reflex. We take inspiration from ARC principles

and aim to apply ARCs to more complex tool manipulation tasks. We also aim to

learn the mapping function from sensory inputs to joint states to reduce knowledge

engineering and hand-written rules required in past ARC implementations [224].

4.3 Methods

4.3.1 Problem Formulation

To perform tool manipulation tasks, the robot must first securely grasp the tool.

We aim to model a grasp reflex that guides the robot’s fingered end-effector to

achieve a secure grasp. Due to uncertain nondeterministic robot motion, we expect

the robot to attempt a grasp, detect the state of the fingered end-effector relative

to the tool, and adjust the relative poses and configurations until the grasp is

secure.

The end-effector state at time t is represented by the end-effector pose xt ∈ SE(3)

and the end-effector joint configuration qt ∈ C for configuration space C. Let

secure : SE(3)× C → {T, F} be a predicate that determines if the continuous end-

effector state is securely grasping a tool. This predicate function could be human-

defined or learned, and may be based on the magnitude of forces tolerated by the
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end-effector before dropping the grasped tool or an invariant of the relative poses

between the end-effector and tool when the robot moves. Put another way, when

the tool can be considered part of the robot’s “self” by moving with the robot’s

end-effector, it is securely grasped.

To achieve a secure grasp, we assume we have a set of actions A = {a1, · · · , an}

such that each action represents a translational or rotational control adjustment

along one of the end-effector basis directions. At time t, we aim to express the

continuous end-effector state xt,qt as a discrete symbolic state st. The symbolic

states si ∈ S are defined as the prerequisite states for the actions ai ∈ A, such

that each symbolic state represents a disjoint region of the continuous state space,

indicating the appropriate grasp adjustment action. Once the symbolic state st is

identified, the robot can adjust its grasp on the tool using the policy π : S → A,

where π(si) = ai for all 1 ≤ i ≤ n.

After making a sequence of adjustment actions a1, · · · , at, the robot will have

secured a grasp on the tool when the robot is reasonably certain about its state

prediction—meaning the predicted probability that the end-effector is in a given state

is above probability threshold p∗—and the corresponding continuous end-effector state

is secure. The robot has achieved a secure grasp at time t when the condition:

P̂ (st) > p∗
∧

secure(xt,qt) (4.1)

is true in the current state.

4.3.2 Problem Statement

The goal of our work is to model the unknown function f that maps end-effector

information xt,qt and a reference secure grasp configuration q∗ ∈ C for the tool

being grasped to one of the symbolic states si ∈ S with known adjustment actions
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ai ∈ A. In particular, we need to learn the function f : SE(3)× C × C → Rn, which

maps end-effector state information and a reference secure grasp configuration to the

probability predictions for each symbolic state. Let:

f(xt,qt,q
∗) = vt =


vt,1
...

vt,n

 =


P̂t(s1)

...

P̂t(sn)

 (4.2)

where the elements of output vector vt give probability predictions for symbolic

states s1, · · · , sn. Please see Section 4.3.3.1 and Section 4.3.3.2 below for discussion

on the implications of this model formulation. The model f classifies end-effector

state information at time t into symbolic states as:

st = argmax(vt) = argmax
1≤j≤n

(vt,j) (4.3)

which selects the state with the greatest predicted probability. This state classification

st is fed into the policy to determine the adjustment action at = π(st). The grasp

is secured at time t when the model f predicts the probability for state st is above

probability threshold p∗ and the corresponding end-effector state is determined to be

secure. The robot’s grasp is secure at time t when the continuous end-effector state

xt,qt predicted to be represented by symbolic state st as in Equation 4.2 satisfies

the secure grasp condition in Equation 4.1.

4.3.3 Notes on Problem Statement

In the following sections, we comment on some implications and nuances of the

model formulation in Equation 4.2.
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4.3.3.1 Mapping Continuous End-Effector States to Discrete Symbolic Spaces

Note that our problem statement distinguishes between the use of continuous and

discrete state spaces to describe the state of the end-effector grasp. The security

of a grasp is determined by the magnitude of forces that can be tolerated by the

current state of the end-effector without changing the relative pose between the

end-effector and the grasped object. For this reason, the secure predicate is defined

on the continuous end-effector state space SE(3)× C that includes the end-effector

pose and configuration. The model f maps this continuous state information to

discrete symbolic states representing adjustments the robot can make in order to

improve the security of the grasp.

4.3.3.2 Properties of Symbolic Grasp States

Note that symbolic states si ∈ S do not necessarily cover the full state space of

end-effector configurations, meaning
∑n

j=1 P̂t(sj) ̸= 1.0. Our only assumption is that

the continuous end-effector state space contains some secure grasp states and ad-

justable states. The secure grasp states are detected by predicate secure. Adjustable

end-effector states can be characterized by each of the symbolic states si ∈ S, which

determine the appropriate adjustment action ai ∈ A. However, the symbolic states S

need not represent every possible state, just the states we expect the robot to be

able to identify or adjust.

Our assumption that the symbolic states do not necessarily cover the state space

means that the symbolic states si ∈ S need not be mutually exclusive nor exhaustive.

As an example for how symbolic states may not be mutually exclusive, we note

in Section 4.6 that states may be adjusted using linear combinations of adjustment

actions, which means a single end-effector state may be represented by multiple

symbolic states at once. As an example for how symbolic states may not be

exhaustive, we show in Section 4.4.1.3 that our implementation includes a generic
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symbolic state that captures when the robot does not have sufficient information to

confidently adjust its grasp. These properties of symbolic states avoids overtrusting

the human-robot team to exhaustively explore the space of end-effector configurations.

4.3.4 Grasp Reflex Model

We propose a grasp reflex model , which models function vt = f(xt,qt,q
∗) in

Equation 4.2 as a logistic regression model. For some reference tool, a reference

secure grasp joint configuration q∗ should be recorded, either with assistance from

a human operator or learned from experience. The n basis adjustment actions and

corresponding symbolic states will be defined for the robot’s fingered end-effector.

The definitions used for our implementation are described in Section 4.4.1. To train

the grasp reflex model , data must be collected demonstrating examples of each of

the n symbolic states, possibly hand labeled through teleoperation of the robot. For

each example, end-effector pose and configuration information should be recorded for

the best modeling.

Performing a logistic regression analysis on all collected variables as well as

interactions between variables will identify which proprioceptive sensor data is most

relevant to identifying the symbolic states for the fingered end-effector. Once statisti-

cally significant variables are identified, the final grasp reflex model can be trained

and validated.

Note that validation accuracy of the grasp reflex model will quantitatively evaluate

the model’s accuracy in predicting the symbolic states according to the hand labeled

training data, and will only give a small indication of the performance. Full

evaluation is determined when the grasp reflex model is deployed on the robot

and used to direct the robot to secure grasps on different tools, as described in

Section 4.4.3.
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Figure 4.2: NASA Johnson Space Center’s Valkyrie robot (left) with the PSYONIC
Ability Hand mounted (center) and a tool holster on the right hip (right).

4.4 Experiments and Results

We aimed to model the grasp reflex for a PSYONIC Ability Hand [359, 360]

mounted on NASA Johnson Space Center’s Valkyrie robot [92, 361, 245]. Valkyrie

uses ROS1 [362] MoveIt [363, 364] for motion planning and IHMC Open Robotics

Software [365] for whole-body control. The PSYONIC hand has 6 joints: one

for each of the 4 fingers and 2 in the thumb (roll and pitch). We wanted

Valkyrie to carry tools onboard, so Valkyrie was outfitted with a tool holster on

its right hip. Since the tool holster is rigidly attached to the robot’s hip, it

was added to the robot model, described in the Unified Robot Description Format

(URDF) [366, 367, 368]. The holster’s pose was used as the initial guess for all

autonomous grasp attempts, but the actual pose of the tool is not known. Due

to uncertainty and nondeterminism in the robot motion, the robot needs to use

tactile servoing to adjust its grasp from this initial guess. Figure 4.2 shows our

experimental setup.
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Figure 4.3: The action space is defined by small translational offsets along each of
the end-effector x, y, z basis directions.

4.4.1 Action and State Space Definitions

4.4.1.1 Basis Adjustment Actions

The fingers of the PSYONIC hand are strong enough that small rotational offsets

did not affect the success of the grasp. If the hand’s rotation varied slightly from

the rotation of the tool, the fingers pulled the hand’s rotation into alignment with

the tool when it attempted a grasp. For this reason, we considered only positive

and negative translational offsets along the end-effector x, y, z basis directions for

our action space, as seen in Figure 4.3. Each translational offset corresponds to an

adjustment δ of the end-effector pose xt along one of the basis directions. For our

implementation, we used δ = 0.03 meters along the basis directions. We found that

this offset resulted in small enough adjustments as to not overshoot a secure grasp,

which could lead to a local minimum when searching for a secure grasp.
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4.4.1.2 Symbolic States

Each action in the action space corresponds to a symbolic state that will be

identified based on our grasp reflex model prediction as in Equation 4.3. These

symbolic states indicate the pose of the end-effector relative to the tool being

grasped. We refer to these symbolic states using intuitive colloquial terms, for

example “too far” or “too high”.

As a proof-of-concept for our grasp reflex modeling approach to touch-driven control

for tool grasps, we do not solely rely on the secure predicate function and instead

attempt to characterize the range of possible secure grasps as symbolic states. We

collectively refer to these secure grasps as a proper subset of our symbolic state

space, Ssecure grasp ⊂ S. We found it useful to denote different secure states, for

example when the thumb is securely grasping the tool, when 2 or more fingers are

securely grasping the tool, etc. The symbolic states do not provide any criteria for

grasp security, however we gathered training data for different variations of secure

grasps.

Note that the colloquial labeling of and differentiation between these symbolic

states is ultimately up to the discretion of the operators based on the particular

fingered end-effector and robot hardware in use. The only requirement for our

method is that there are n symbolic states corresponding to adjustments that can

be made by the n basis actions.

4.4.1.3 Grasp Adjustment Policy

Based on the action and state space definitions provided above, we define the

following policy (visualized in Figure 4.3) for adjusting the PSYONIC hand’s pose
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xt relative to the tool in state st:

at = π(st) =



xt st = sno contact

xt + δ[1, 0, 0] st = stoo backward

xt − δ[1, 0, 0] st = stoo forward

xt + δ[0, 1, 0] st = stoo far

xt − δ[0, 1, 0] st = stoo close

xt + δ[0, 0, 1] st = stoo low

xt − δ[0, 0, 1] st = stoo high

xt st ∈ Ssecure grasp

(4.4)

Note that the subset Ssecure grasp covers all of the different secure states mentioned

in Section 4.4.1.2. Also note that state sno contact cannot be adjusted. However, it

is important to include this state in the grasp reflex model to identify when not

enough information is available to adjust the grasp.

4.4.2 Trained Grasp Reflex Model

We selected a drill as the reference tool to train our grasp reflex model , as seen

in Figure 4.4. This tool was selected because it is symmetrical, relatively easy

for the PSYONIC hand to grasp, and not too heavy. By placing the tool in the

robot’s hand, we acquired a reference joint configuration q∗
drill for a secured grasp

around this drill.

For each symbolic state in the state space, we teleoperated the robot to 10

examples of that state. At each of these states, we recorded 10 data points in

order to characterize sensor noise. This gave us 100 data points per symbolic state

to train our grasp reflex model . For each data point, we recorded data on the
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Figure 4.4: Set of tools used for experiments, including the reference drill (top)
used for training. The novel tool instances (bottom) from left to right: compressed
air can, selfie stick, screwdriver, level, gyroscopic drill, and paint scraper.

commanded and actual end-effector poses, commanded and actual joint states, and

distances of each joint from the reference secured joint configuration. This data was

split into training and validation sets for the construction of our grasp reflex model .

We performed a logistic regression analysis to identify relevant variables and to

explore interactions between variables. This analysis identified the following variables

as statistically significant (with p-value p < 0.01 for each variable’s effect on the

predicted state):

• Interaction between (multiplication of) the index and pinky distances between

reference secure configuration and current configuration

• Interaction between (multiplication of) the middle and pinky distances between

reference secure configuration and current configuration

Our final trained grasp reflex model f̂ is the logistic regression approximation of

Equation 4.2. Let dj = ∥q∗j − qj∥ be the distance between the reference secure and

current configuration for end-effector joint j. Based on our logistic regression analysis,
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the final form for our learned grasp reflex model f̂ is f̂(xt,qt,q
∗) = 1

1+e−ut
where:

ut = c0 + c1(dindex · dpinky) + c2(dmiddle · dpinky) (4.5)

with learned model coefficients c0, c1, c2. Interestingly, the statistically significant

variables indicate that not all fingers are required for the end-effector to securely

grasp the tool, indicating redundancy in our fingered end-effector. The logistic

regression analysis also indicated that the model is statistically significant with

p-value p≪ 0.001. This indicates that we reject the null hypothesis, and there is a

significant relationship between the identified variables and the symbolic grasp states.

When validating the accuracy of this model against the validation data, the grasp

reflex model achieved about 89% accuracy in identifying the symbolic grasp states.

4.4.3 Generalization to Novel Tool Instances

To test the grasp reflex model ’s ability to secure tool grasps in real-world tool

manipulation tasks, we deployed our final trained model f̂ on the Valkyrie robot.

We wanted to test the grasp reflex model ’s ability to secure grasps on both the drill

used for initial model training, as well as novel tools. We considered a set of 6

novel tools, as seen in Figure 4.4.

For each tool k, we placed the tool in the robot’s hand and acquired a single

reference joint configuration q∗
k for a secure power grasp around the tool. Note

that this single reference secure configuration for each tool means we are asking

our trained grasp reflex model f̂ to perform one-shot tactile servoing on novel tools.

To secure a grasp on tool k at time t, the robot used our grasp reflex model

f̂ , current end-effector state xt,qt, and reference secure joint configuration q∗
k to

predict the symbolic state st = argmax(f̂(xt,qt,q
∗
k)). This state was then fed to the

policy function π (Equation 4.4) to find the action at = π(st) that would allow the
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(a) Screwdriver:
SUCCESS

(b) Paint Scraper:
SUCCESS

(c) Level:
SUCCESS

(d) Gyroscopic Drill:
FAILED

(e) Selfie Stick:
FAILED

(f) Air Can:
FAILED

Figure 4.5: Random front-view trials of the grasp reflex model for one-shot tactile
servoing on novel tools. Note that in all trials, in-hand grasps were achieved, but
manipulation grasps may or may not have been achieved. The manipulation grasp
success is indicated below each trial image.
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(a) Screwdriver:
SUCCESS

(b) Paint Scraper:
FAILED

(c) Level:
FAILED

(d) Gyroscopic Drill:
SUCCESS

(e) Selfie Stick:
SUCCESS

(f) Air Can:
SUCCESS

Figure 4.6: Random side-view trials of the grasp reflex model for one-shot tactile
servoing on novel tools. Note that in all trials, in-hand grasps were achieved, but
manipulation grasps may or may not have been achieved. The manipulation grasp
success is indicated below each trial image.
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Tool
Practical for In-Hand Grasp Manipulation Grasp
End-Effector Success Rate Success Rate

Drill Yes 1.00 1.00
Screwdriver Yes 1.00 0.83

Paint Scraper Yes 1.00 0.67
Level Yes 0.83 0.67

Gyroscopic Drill Yes 1.00 0.50
Selfie Stick No 1.00 0.33

Compressed Air Can No 1.00 0.17

TOTAL - 0.98 0.60
PRACTICAL TOTAL - 0.97 0.73

Table 4.1: Results across 42 tool manipulation trials, with 6 trials per tool. We
consider in-hand grasps secure if the robot did not drop the tool, and manipulation
grasps secure if a human operator could not pull the tool from the robot’s hand.
The drill performs the best, since this tool was used to train the grasp reflex
model . Other tools are more challenging since they differ from the drill in terms
of size (paint scraper), graspable surface area (level), and/or weight distribution
(front-heavy gyroscopic drill). Note that the selfie stick and compressed air can
are not practical for the given end-effector, as they represent the lower and upper
limits, respectively, of what can reasonably be grasped by the PSYONIC hand. More
detailed information about the in-hand and manipulation grasps achieved in each
trial can be found in Table B.1 and Table B.2, respectively.

robot to adjust its grasp on the tool and increase the model’s predicted probability

of a secure grasp. The robot would continue adjusting its grasp based on the

grasp reflex model ’s predictions indefinitely until the grasp was sufficiently secure.

When the grasp reflex model predicted that the current state at time t was secure

P̂t(st) > p∗
∧

secure(xt,qt) according to the secure grasp condition in Equation 4.1,

the robot would pull the tool from the tool holster and continue with the tool

manipulation task. We used an intentionally low probability threshold p∗ = 0.10 for

detecting secure grasps to stress test the grasp reflex model ’s ability to accurately

detect states in the context of tool manipulation tasks.

For each tool, we performed 6 trials, with each trial beginning with a different

initial guess on the grasp; noise was added to the tool holster pose to alter this

initial guess, so each trial required at least 1 adjustment action before securing the
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grasp. For each trial, we recorded whether the grasp resulted in a secure in-hand

grasp and a secure manipulation grasp. Here, we consider in-hand grasps secure if

the robot successfully pulled the tool from the holster without dropping it to the

ground. We consider manipulation grasps secure if a human operator could not pull

the tool from the robot’s hand without backdriving the PSYONIC finger joints. The

resulting grasp success rates for each individual tool as well as the cumulative grasp

success rates are shown in Table 4.1. See Appendix B for more detailed information

about all grasping trials. Examples of one-shot tactile servoing instances for each of

the 6 novel tools can be seen in Figure 4.5 and Figure 4.6.

4.4.4 Practical Interpretation of Grasp Reflex Model

The set of 6 novel tools was selected to stress test how well the grasp reflex

model generalizes to novel tools. The novel tools were selected because they differed

from the reference drill in size, graspable surface area, symmetry, weight, and/or

weight distribution. In testing these tools, we found hardware limitations of the

specific end-effector we modeled. In particular, the compressed air can and selfie

stick seemed to mark the upper and lower limits, respectively, of how big around

an object could be for the PSYONIC to securely grasp. Even with help from a

human operator, it was difficult to obtain the reference secure joint configurations

q∗
air can and q∗

selfie stick for a secure power grasp around these tools. Due to the

hardware limitations, these objects are likely not practical for the end-effector to

reliably manipulate in tool manipulation tasks. For this reason, Table 4.1 notes both

the total cumulative in-hand and manipulation success rates for all 7 tools as well

as the total practical cumulative in-hand and manipulation success rates for the 5

practical tools.

Even when considering the impractical tools, the grasp reflex model achieves ma-

nipulation grasps with a success rate of 0.60, indicating that the grasp reflex model
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effectively models the symbolic grasp states for the end-effector and generalizes to

novel tools, achieving secure grasps more often than not. However, when we consider

only the tools that can be practically manipulated given the end-effector hardware,

the grasp reflex model achieves a higher manipulation grasp success rate of 0.73.

The success rates for manipulation grasps indicate that while the grasp reflex model

achieves manipulation grasps most of the time, the model could be improved by

accounting for differences between the training tool and the novel test tools. In

particular, the grasp reflex model struggled to achieve manipulation grasps on tools

that were significantly different from the training tool in size (compressed air can),

shape (selfie stick), and weight or weight distribution (front-heavy gyroscopic drill).

The variation in these tools from the training tool indicate that the grasp reflex

modeling approach could be improved by learning a distribution over relevant tool

features and classifying how these features lend themselves to different types of

grasps, such as precision or trigger grasps.

Since our definition of manipulation grasp is much more constrained than our

definition of in-hand grasp, we expect manipulation grasps to be generally more

difficult to achieve. Regardless of whether we consider the practical tools or all

tools, the grasp reflex model achieves in-hand grasps with a success rate of over

0.97. This indicates that depending on how secure a grasp is required, our grasp

reflex model achieves secure grasps with high fidelity without hand-tuned parameters

or re-tuned parameters for generalization to different tools. Our experiment results

provide evidence that our grasp reflex model balances performance and explainability

in tool-use tasks, especially in safety-critical problem domains where explainability is

necessary [71, 72, 73, 74].
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4.5 Future Work

Future work includes extending to a larger action space, such as rotational

adjustments and linear combinations of adjustments along the end-effector basis

directions. Training the grasp reflex model over a set of representative tools (rather

than just a single reference tool) could improve grasp success rates by modeling a

distribution over challenging features such as tool size and weight distribution. This

grasp reflex modeling approach could be generalized to different types of tool grasps—

such as precision grasps or trigger grasps—rather than just the single overhand

power grasp modeled in this work. We found that stress testing the grasp reflex

model exposed hardware limitations of the end-effector, and further modeling and

stress testing could improve our understanding of the practical capabilities of a given

end-effector.

The implementation of the grasp reflex modeling approach presented in this chapter

is a human-based approach, which depends on human-supplied information such

as the selection of the tool, reference secure grasp configuration, basis adjustment

actions, and corresponding symbolic states. Future research could learn all of this

information through autonomous exploration or “play” with grasping different tools.

Autonomous exploration of grasping and usage of the tools may allow the robot to

move beyond needing a reference secure grasp configuration for each tool, and instead

use tactile and force-torque information from the end-effector to reactively assess

grasp security (effectively transitioning from one-shot to zero-shot tactile servoing).

More generally, the robot could learn from experience about each object it grasps,

such as learning the end-effector-specific secure predicate function, learning the

reference close configuration for each tool instead of relying on the human-provided

configuration, learning how combinations of primitive adjustment actions may improve

grasp security, or learning from failure cases to improve performance. The goal of
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the work presented in this chapter is to establish that the grasp reflex modeling

framework feasibly allows robots to learn about touch-driven control. Furthermore, in

safety-critical applications such as robots operating in orbital or planetary habitats,

manual specification of this information is feasible, consistent with NASA’s safety

culture, and establishes the knowledge and trust that will enable autonomous robots

to perform tool-use tasks more effectively in the future.

4.6 Discussion and Conclusion

The robot’s ability to successfully grasp novel tools with one-shot tactile servoing

demonstrates the modeling and generalization capabilities of our proposed grasp reflex

model . Because our grasp reflex model is trained from a logistic regression model, it

is not a black box (such as a neural network), and therefore could be flight certified

for NASA space applications, where safety is critical and model explainability is

required. We demonstrate the power of grasp reflex modeling to allow robots to

grasp tools and achieve one-shot generalization on novel tools without relearning or

re-tuning the grasp reflex model parameters.

In this work, we proposed a grasp reflex model that classified end-effector state

information into meaningful symbolic states. By taking adjustment actions from these

symbolic states, the robot achieved secure tool grasps. Furthermore, our grasp reflex

model effectively modeled the relationship between end-effector joint data and these

adjustable symbolic states, allowing the robot to achieve one-shot tactile servoing to

secure grasps on novel tool instances. Our work in grasp reflex modeling demonstrates

the robot’s ability to autonomously perform tool manipulation tasks with one-shot

generalization to novel tools.
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4.7 Contribution to Dissertation Goals

In the context of this dissertation, our work on multi-fingered end-effector grasp

reflex modeling for one-shot tactile servoing contributes to the robot’s abilities to

perform tool-use manipulation tasks. Our experiments show that the grasp reflex

model achieves one-shot tactile servoing on novel tools without retraining, demon-

strating that the grasp reflex model captures relevant state information and accurately

models grasping data for multi-fingered end-effectors. This effectively makes robots

more capable of grasping, handling, and manipulating a wide variety of tools. By

discretizing the symbolic state space and corresponding adjustment actions and mod-

eling the grasp reflex model as a simple explainable logistic regression model, the

predictions from our grasp reflex model and adjustment policy are more explainable

than black-box methods. Our work provides evidence to support the feasibility of

the grasp reflex modeling approach for effectively performing tool-use tasks through ex-

plainable operations. Since explanations are an important component of the CURED

Framework, the grasp reflex model effectively contributes to developing understanding

on human-robot teams. In these ways, our proposed grasp reflex modeling approach

makes robots more capable of performing tool-use manipulation tasks and promotes

well calibrated trust between humans and robots in safety-critical domains.
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Chapter 5

Human-Robot Red Teaming for Safety-Aware Reasoning

While much research explores improving robot capabilities, there is a deficit in

researching how robots are expected to perform tasks safely, especially in high-

risk problem domains. Robots must earn the trust of human operators in order

to be effective collaborators in safety-critical tasks, specifically those where robots

operate in human environments. We propose the human-robot red teaming paradigm

for safety-aware reasoning . We expect humans and robots to work together to

challenge assumptions about an environment and explore the space of hazards that

may arise. This exploration will enable robots to perform safety-aware reasoning ,

specifically hazard identification, risk assessment, risk mitigation, and safety reporting.

In this chapter, we explore how the human-robot red team can enable robots to

appropriately reason about risks. We demonstrate that: (a) human-robot red teaming

allows human-robot teams to plan to perform tasks safely in a variety of domains,

and (b) robots with different embodiments can learn to operate safely in two

different environments—a lunar habitat and a household—with varying definitions of

safety. Taken together, our work on human-robot red teaming for safety-aware reasoning

demonstrates the feasibility of this approach for safely operating and promoting trust

on human-robot teams in safety-critical problem domains.
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5.1 Introduction

Enabling robots to reason over risks is a crucial capability of performing collabo-

rative assistive tasks in safety-critical domains. A key aspect of safety is appropriate

trust between robot and human operator, which can be earned through clear com-

munication and explainable robot behavior. In particular, we want to ensure robots

can mitigate risks and communicate safety issues to human operators, as depicted

in Figure 5.1. It is imperative that robots reason over task safety and report their

risk assessments in order to earn operator trust.

There is a consensus that robot safety is important, especially in domains where

humans and robots operate in the same environment. Despite broad agreement on

the importance of safety, existing systems often fail to consider how robots should

execute commands safely [51], instead overtrusting human operators to evaluate

safety [58, 59]. Furthermore, safety issues are likely to arise when an agent’s

simplifying model of the unboundedly complex world does not include details that

prove to be critical. Poorly constructed simplifying models can result in disastrous

consequences. For safety-critical domains, it is important to have an adequately

complex model of the world, identify what is left out of the current model, and

account for unmodeled events.

To address the challenges of safety-aware reasoning , we take inspiration from

literature on trust and on red teaming. In cooperative tasks, trust allows agents

to make simplifying assumptions about other agents’ behaviors [60]. But poorly

calibrated trust [58, 59] can be dangerous and make robot operations unsafe. In

order for robots to earn the trust of their human operators, we expect robots to

provide clear explanations about their risk assessments and behaviors in safety-critical

tasks. Red teaming strategies help identify vulnerabilities and strengthen weaknesses

in models. Through red teaming, the robot can ensure its model sufficiently captures
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Figure 5.1: Robots with different embodiments acting in different environments
must be able to reason over the safety of a task, mitigate risks, and report their
assessments to other agents on human-robot teams.

the risks that may arise in a safety-critical task.

We propose a human-robot red teaming paradigm to allow robots to perform

safety-aware reasoning . We expect robots operating on human-robot teams to

understand the complexity of acting safely in a problem domain, identify hazards,

assess risks, mitigate hazards, and engage in dialogue about safety. In this chapter,

we explore how the human-robot red team enables robots to plan to complete tasks

safely and mitigate risks when executing tasks. The human-robot red teaming exercise

guides the human-robot team to improve its mental model of the problem domain

to characterize risks. We test the robot’s ability to symbolically plan tasks safely in

several domains and to mitigate risks in two domains—lunar habitat and household—

with varying definitions of safety, and find that the human-robot red teaming paradigm

effectively enables the robot to accurately plan around and mitigate risks. Our work

demonstrates the feasibility of human-robot red teaming for safety-aware reasoning in

different domains, furthering robots’ capabilities of acting on human-robot teams in

collaborative tasks.
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5.2 Related Work

5.2.1 Safety in Robotics Applications

A large body of robotics research has greatly improved robots’ capabilities of

performing different tasks. However, the safety of the executed tasks is often not

considered [324]. This indicates that much state-of-the-art robotics research is limited

in its use in safety-critical domains.

Though safety has not been addressed, research emphasizes the importance of

safety when robots work alongside humans [302, 303, 304, 305, 306, 64, 53, 54, 57,

55, 307, 56], especially in collaborative and assistive tasks [308, 306]. Robot systems

need to perform tasks safely. In this work, we take inspiration from government and

industry safety cultures and risk assessment standards—such as Failure Mode Effects

Analysis (FMEA) [369, 370, 371, 372, 373] and root cause analysis [374, 375]—to

provide a principled way for robots to reason over safety [71, 72, 73, 74]. We

expect robots to understand how risks can be assessed according to the likelihood

and consequences of undesirable events [75, 309, 310] and to enact appropriate risk

reduction strategies where possible [76].

5.2.2 Trust and Cooperation

We aim to allow humans and robots to work together to accomplish tasks safely.

Robots in collaborative tasks are often not relied on appropriately, specifically when

reliance on the system does not match the robot’s true capabilities [58]. Cooperative

tasks—in which agents work together to achieve positive-sum “win-win” outcomes—

involve vulnerability [61]. The social nature of cooperative tasks [58, 59] makes trust

between robot and human user crucial [60]. We expect robots to participate in the

“social exchange relationship” associated with interpersonal trust [58].

For robots to be trusted in cooperative tasks, they must earn the trust of their
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fellow agents [60]. Inexplicable robot actions will cause user distrust [321, 58, 59] as

unreliable robots can also be unsafe [64]. Eroded trust leads to robot disuse [58] in

future cooperative tasks [60]. We expect robots to report safety assessments [324, 323]

to human operators to ensure that robots’ safety-aware decisions are explainable.

5.2.3 Red Teaming

Every agent in a cooperative task uses models to simplify the unboundedly

complex world. Simplifying models are necessary, but incomplete knowledge carries

risk and “unknown unknowns” can cause disastrous outcomes [60]. We want to

minimize risks in the robot’s incomplete knowledge to avoid unsafe situations and

dangerous consequences.

Red teaming detects weaknesses and vulnerabilities, explores possibilities, considers

multiple perspectives, examines alternate analyses, reveals biases, and challenges

conventional wisdom with adversarial perspectives [77, 78, 79, 80, 81, 82, 83, 84,

376, 377, 378]. The Blue Team (“good guys”) considers how the Red Team (“bad

guys”) may thwart its objective, improving its approach to prevent attacks [85]. The

presence of the red team entity creates the reflective red teaming process. Identifying

“upstream decision points” [60] can avoid dire consequences through counter-factual

reasoning, a form of causal inference [330, 331, 332] that considers alternate versions

of past events [333], creates “blueprints for future action” [334] to reach unrealized

goals [335, 336], and explains complex systems [66]. Red teams improve decision

making and mitigate risks [78] before disastrous outcomes occur [85]. Many domains

use red teams, including military [78, 85], computer and cyber-security [86, 77, 80,

87, 82, 88], and organizational procedures to challenge institutional biases [83].

Red teaming implementations vary with context, but focus on human red teams,

where humans simulate opponent viewpoints [86, 77, 78, 87, 83, 88]. More recent

work explores computational red teams to automate creation of adversarial perspectives.
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For example, human [84] or computational [90] red teams can generate adversarial

examples to evaluate computational models [379]. Computational red teams inform

and focus human decision making [85, 79], for example about physical security

assessment of buildings [81] or defending against attacks exploiting vulnerabilities in

large enterprise networks [89]. Abbass et al. [79] define levels on which computational

red teams (CRTs) function:

a) CRT0: An agent equipped with a generic decision-making model does not

evolve.

b) CRT1: Each individual agent learns, adapts, and changes its decision-making

process through interactions with the environment.

c) CRT2: A team of agents learns and evolves together to defend against the

fixed strategy of the opposing team.

d) CRT3: Teams of agents evolve alongside an evolving environment.

e) CRT4: Agents and teams reflect to identify and unlearn their own biases.

These CRT levels inspire similar levels of analysis for our human-robot red team

paradigm, described in Section 5.6.2.

We take inspiration from red teams as “reality checks” throughout all stages

of a procedure [86]. Previous works focus on human red teams, computational

red teams, and human teams informed by computational red teams. Research

suggests that computational agents alone should not make evaluative ethical or

moral judgments [58, 322, 62, 63, 380] that may affect human safety. We propose

a human-robot red team paradigm in which humans and robots work together to

challenge assumptions in shared autonomy safety-aware reasoning tasks.
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5.3 Safety-Aware Reasoning Problem Formulation

To reason over safe task execution, robots must understand hazards in the problem

domain and risk mitigating actions to minimize the risks and progress towards

task completion. We present safety-aware reasoning , which includes the following

components: (a) hazard identification, (b) risk assessment, (c) risk mitigation, and

(d) safety reporting. These components of safety-aware reasoning are informed by

the human-robot red team, which allows human-robot teams to explore the space of

possibilities in safety-critical problem domains.

We formalize the safety-aware reasoning problem and focus on assessing and miti-

gating risks. In particular, to achieve quantitative risk assessment, we model a risk

mitigating action-utility function so the robot takes appropriate risk mitigating ac-

tions. To achieve risk mitigation, the human-robot team must construct a sufficiently

complex model that accounts for hazards and approaches for contingency planning

and mitigating those risks. Given a pre-defined set of domain-specific hazardous

conditions, the robot uses safety-aware reasoning to carry out the task by mitigating

risks where necessary to minimize total task risk.

We define a hazardous condition as a condition or predicate that may hold true

in the current state st ∈ S at time t under which it may become risky or unsafe

for the robot to operate. We think about hazards as causes and consequences as

effects; hazards on their own merely indicate the possibility of the consequence,

but may not be inherently unsafe (for example, leaving a fence open would be a

hazard that may lead to the consequence of a dog leaving the yard). Based on the

anticipated future consequence states, the hazard has a negative utility indicating

the severity of the consequences. Depending on the history of past states, hazards

will lead to the consequence states with some likelihood. Let SC be the consequence

state space, a subset of the state space SC ⊂ S. Each hazardous condition ψ ∈ Ψ
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is represented by the tuple:

ψ = (ψt, s
′
C , ψC , (s1, · · · , st), ψL) (5.1)

Function ψt : S → {T,F} indicates whether the hazard is detected in current state st.

Function ψC : S × SC → R+ is the (non-zero) consequence severity (negative util-

ity) based on the current state and possible future symbolic consequence states

s′C ∈ SC ⊂ S in consequence state space SC . Function ψL : SC × St → (0, 1] ⊂ R is

the likelihood the hazard results in the consequences s′C based on the history of

past symbolic states (s1, · · · , st). The consequence function is inversely related to

reward, in that the reward R for a consequence state is R(st ∈ SC) = −ψC(st, s′C).

For each hazard condition ψ, we compute the risk score ϕR and safety score ϕS

in current state st:

ϕR(ψ, st) = ψL(s
′
C |s1, · · · , st) · ψC(st, s′C)

ϕS(ψ, st) =
1

ϕR(ψ,st)

(5.2)

where ϕR(·) ∈ R+ estimates the risk of undesired consequences (the negative utility

of these consequences) if the robot operates with the hazard condition present and

ϕS(·) ∈ (0, 1) estimates the likelihood of operating safely (no undesired consequences)

based on the risk score.

The robot’s action space A = AT∪AR is comprised of two subsets: task actions AT

to achieve task goals and risk mitigating actions AR to lower risk and improve task

safety. Note that AT and AR are not necessarily disjoint (AT ∩AR ̸= ∅) because risk

mitigating actions may achieve task goals and task actions may mitigate risks.

Safety-aware reasoning enables robots to assess and mitigate risks for safe task

completion. The robot should perform a sequence of task actions aT,1, · · · , aT,t ∈ AT
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when there is an acceptably low level of risk for that problem domain. To reach

these acceptably low levels of risk, the robot may need to interrupt task execution

to perform sequences of risk mitigating actions aR,1, · · · , aR,t ∈ AR. We define the

consequence and risk of a state st based on the hazard condition with the most

severe consequence and highest risk:

ΦC(st) = maxψ∈Ψ (ψt(st) · ψC(st, s′C))

ΦR(st) = maxψ∈Ψ (ψt(st) · ϕR(ψ, st))

(5.3)

Similarly, the risk of a task is the risk score of the riskiest state induced by the

robot’s actions:

ΛR(aT,1, · · · , aT,t) = max
si

(ΦR(s1), · · · ,ΦR(st)) (5.4)

The robot safely executes the task when it performs appropriate risk mitigating

actions aR,1, · · · , aR,t so that task actions aT,1, · · · , aT,t are executed when the task

risk score is below the risk threshold R∗ for that task domain:

ΛR(aT,1, · · · , aT,t) < R∗ (5.5)

By greedily addressing the hazards with the most severe consequences and highest

risk, the robot can iteratively perform risk mitigating actions aR ∈ AR to lower the

risk of current state st and enable the safe continuation of the task.

5.4 Risk Assessment Problem Statement

To quantitatively assess risks, we model the risk mitigating action-utility function

UR : S ×Ψ → Rn that maps information about hazard conditions in the current state
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to utility predictions for each of the n risk mitigating actions. Let

UR(st,Ψ) = ut =


ut,1
...

ut,n

 =


Q̂t(st, aR,1)

...

Q̂t(st, aR,n)

 (5.6)

where output vector ut gives the predicted action-utility values Q̂ for each (robot

and domain specific) risk mitigating action AR = {aR,1, · · · , aR,n}. The risk mitigating

policy function πR:

πR(st) = aR,t = argmax (ut) = argmax
1≤j≤n

(ut,j) (5.7)

selects the risk mitigating action with the greatest predicted action-utility in state st.

By performing risk mitigating actions according to the risk mitigating action-utility

model , the robot will lower task risk enough to safely perform task actions in AT .

The robot effectively mitigates risks when the total task risk is below the acceptable

threshold R∗ as in Equation 5.5.

5.5 Limitations of Computational Red Teaming

We argue that safety-critical problem domains require the combined effort of

human-robot teams. To motivate the importance of human insight, we explore the

limitations of teams of computational agents.

To explore the capabilities of a fully computational team, we considered two

computational agents working together, ChatGPT [12] and a simple chatbot that uses

a dialogue tree (inspired by the dialogue tree in [11]), as depicted in Figure 5.2.

The goal of this team was to discuss possibly unsafe scenarios and risk mitigation

strategies that may occur in a lunar habitat. The simple red chatbot agent prompted

the blue ChatGPT agent with a small range of questions, processed ChatGPT’s
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Figure 5.2: Workflow for preliminary experiments on computational agents operating
in safety-critical problem domains. Our red computational agent (a dialogue tree [11]
chatbot capable of simple English-like interactions) challenges the modeled knowledge
of the blue computational agent (ChatGPT [12]). These computational agents alone
ultimately struggle to productively reason over safety in safety-critical applications.

responses, and prompted ChatGPT with more questions.

When the two computational agents worked together on this task, they faced

several challenges.

a) While a computational agent such as ChatGPT is good at brainstorming hazards

or proposing reasons why a scenario may be dangerous, it struggles to turn

these suggestions into actionable risk mitigation strategies. For example, when

considering a robot that needed to enter and exit a pressurized rover, ChatGPT

correctly identified unexpected cabin depressurization as an unsafe consequence

of the robot improperly using the door. When the chatbot prompted ChatGPT

to resolve this error, ChatGPT updated the model. But when the chatbot

queried ChatGPT again, unsafe depressurization was still a consequence of

improper door usage; ChatGPT struggled to appropriately modify the robot’s

modeled unlock and open door actions to resolve the safety concern. As a

result, the computational agents struggle to fix identified issues, and chat in

circles about the same (unresolved) issues.

b) Algorithmic approaches to processing information will often fail, since the com-

putational agents may format data inconsistently. For example, ChatGPT has
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no set format for its markdown output, and often varies the formatting even

when asked the same question multiple times. To control the formatting, the

chatbot asked simple questions ending with, “Please answer yes or no (Y/N).”

ChatGPT frequently changed its formatting, sometimes repeating the question

and then listing the answer, sometimes giving an answer and a reason, and

sometimes formatting the answer as “(Y), yes, T, true, valid,” etc. With-

out consistent formatting, it is difficult to automate any sort of discussion or

reasoning process.

c) Without real-world experience or understanding of risks and objectives, compu-

tational agents struggle to properly determine how safe a system should be.

For example, when considering robots operating with expensive equipment on

the lunar or Martian surface, ChatGPT frequently warned against “operational

inefficiencies” such as “excessive toggling into safe mode” and “redundant status

reports.” However, in domains where the risk of damage, challenge of repairs,

and cost of sending additional crew or equipment is so high, overly cautious

measures and overly redundant systems would be worth pursuing. Since compu-

tational agents lack these real-world safety mechanisms, it would be beneficial

for humans to make these sorts of evaluative decisions that require caution

and redundancy.

From this experiment, we have evidence to support that computational teams, without

oversight or direction from human teammates, may struggle due to the limited

capabilities of computational agents.

The challenges faced by the computational agents—even the large language

model [381]—are easily corrected with human insight [380]. For example, humans can

help focus the computational agent’s vast brainstorming capabilities into actionable

updates rather than vague suggestions. Humans can serve as an intermediary between

computational agents and take on clerical tasks such as translating and interpreting
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outputs from the computational agents, correcting the meaning behind symbols, and

formatting information in a meaningful way for the intended future use-case. And

finally, humans with real-world experiences and understanding of high-stakes problem

domains can properly make evaluative decisions such as how much caution or redun-

dancy is necessary for safe performance. Furthermore, research suggests that humans

should be trusted to make the ethical and moral judgments required in cooperative

safety-critical tasks [62, 58, 59, 60, 61, 380]. A mixed human-robot team would

be able to overcome the challenges faced by the computational agents, leveraging

both the algorithmic planning capabilities of computational agents and the real-world

experience and insight of human agents.

To address the limitations of computational red teams, we propose the human-

robot red team, allowing mixed human-robot teams to perform safety-aware reasoning .

Our methods for human-robot red teaming are described in Section 5.6.2.

5.6 Methods

5.6.1 Hazard Conditions and Risk Mitigating Actions

We expect problem domains to have different hazardous conditions and risk

mitigating actions, depending on the environment and physical embodiment of the

robot. Therefore, appropriate hazardous conditions and risk mitigating actions need

to be defined for safety-aware reasoning tasks.

While hazardous conditions will vary, we suggest some general conditions on robot

spatial awareness [311, 312, 313] and physical safety concerns for humans and robots

working in close proximity [52, 53, 54, 55, 56, 57]. These include risks associated

with harm to other agents, damage to equipment, and collisions between robot,

environment, or movable objects. For each identified hazard, human operators (or

human red team) will define the detection function ψt. The robot also needs time-

and state-dependent consequence ψC and likelihood ψL functions of each hazardous
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Figure 5.3: Workflow for the human-robot red teaming paradigm. A human-robot
red team challenges the modeled knowledge of the human-robot blue team. Both
teams leverage the combined strengths of the human and robot agents to challenge
assumptions and consider possibilities in the problem domain.

condition. We expect humans to make evaluative ethical and moral judgements to

define the consequence function [62, 63, 58, 322]. The likelihood function could

be learned by the robot or human-defined according to industry risk assessment

strategies [75, 310, 309].

The robot’s domain-specific risk mitigating action space AR will be defined by

human operators (or human red team). We recommend considering organizational

risk reduction protocols that define risk mitigating actions based on assessed risk

scores [76].

5.6.2 Human-Robot Red Teaming Paradigm

We present the human-robot red teaming paradigm (depicted in Figure 5.3). Through-

out the human-robot red teaming exercise, the human-robot team iterates over models

of the environment, composed of a set of symbolic states S and actions A. We

define a model M as:

M = (S,A) (5.8)

based on the sets of states and actions that describe the robot’s reasoning in that

environment. The model M may take many forms—for example, being formulated

as a Markov Decision Process (MDP) or Partially Observable Markov Decision

Process (POMDP) [338, 184, 339, 340]. In fact, as one example of the application
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of the learned model, we train a logistic regression model based on the data

generated by the human-robot red team to predict the utility of performing risk

mitigating actions, as described in Section 5.8. We make no assumptions about the

form of the model. The purpose of the human-robot red team is not to determine the

form of the model or work within a particular model formulation, but to explore

what may be excluded from the model that will prove to be critical in a task

that requires safety. A complete model M∗ of the unboundedly complex world is

intractable, so the team reasons over the simplified model M ⊂M∗ containing the

subset of information most relevant to the problem domain. The team needs to

ensure that simplified model M is complex enough to allow the team to adequately

reason about safety. Considering the space of all possible models M, we want to

determine what models M ′ ∈ M will provide more information than current model

M about performing a task safely in a given problem domain.

The purpose of the mental model M is to allow the robot to reason over

states and actions relevant to the problem domain. Mental models inherently make

a closed-world assumption, meaning that anything not included in the model is

assumed to be negligible to the task. However, even if the model itself represents

a closed world, it does not necessarily include all knowledge an agent or team of

agents may have. Therefore, the human-robot red team will also maintain a knowledge

base K in the space of all knowledge in the universe K of information relevant

to safely achieving task goals. For example, organizational guidelines or industry

standards of safety may be relevant for the knowledge base. The knowledge base

may also include factors excluded from the robot’s model (the states and actions

the robot should reason over) but relevant for the team’s understanding of safety

in the problem domain. For example, pounding down the door to an airlock in a

lunar habitat is dangerous to the crew because this action causes sudden habitat

depressurization. We would not want the robot to even consider this action as
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a possibility within a task plan, and would exclude it from the robot’s model of

operating in the lunar habitat. But the existence and consequences of the “pound

down door” action is relevant for the team’s understanding of safe operations in a

lunar habitat, and may be included in the knowledge base.

As summarized in Section 5.2.3, the capabilities of computational red teams are

described according to several levels of reasoning. We suggest that human-robot red

teaming will similarly benefit from multiple levels of abstraction to categorize future

research and describe the responsibilities and capabilities of different human-robot

teams. In human-robot red teams, computational agents work on teams alongside

humans. We observe that for computational red teams, levels CRT2, CRT3, and

CRT4 describe teams of agents. Taking inspiration from these levels, we propose 3

similar stages for human-robot red teams (HRRTs), summarized in Figure 5.4:

• HRRT2: Teams of human and robot agents learn and adapt together by

exploring possible scenarios and outcomes according to the team’s shared knowl-

edge of the environment. The environment may be dynamic, but changes in

the environment occur as expected according to the team’s modeled knowledge.

• HRRT3: Teams of human and robot agents evolve by challenging assumptions

implicit in their modeled knowledge. The environment is dynamic, but changes

in the environment may not occur as expected according to the model. Some

actions may have consequences the team does not expect, which is why the

red team will challenge assumptions within the team’s expectations.

• HRRT4: Teams of human and robot agents reflect together and improve

modeled knowledge to address “unknown unknowns” [60]. The analysis at

earlier levels informs how to update the modeled knowledge. In particular, the

analysis and updated model knowledge on level HRRT4 will be driven by the

invalid scenarios identified at level HRRT2, invalid assumptions identified at level
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Figure 5.4: Overview of the HRRT levels within the human-robot red teaming
paradigm. Each level analyzes different components of the modeled and unmod-
eled knowledge, creating an updated model that can be further iterated upon.

HRRT3, and reflection questions prompting dialogue between the human-robot

red and blue teams to explore the complexity of the domain.

Note that in human-robot red teaming , the red team is not necessarily acting as

an adversary as it does in the military, computer security, or organizational ex-

amples described in Section 2.5. Instead, the human-robot red team functions as a

challenger to the human-robot blue team’s modeled knowledge and expectations of

the environment.

Importantly, we propose that the HRRT levels are iterative, where HRRTs may

evolve their modeled knowledge in several stages. Since level HRRT4 allows the team

to adjust its knowledge about the world to address “unknown unknowns” [60], we

expect the HRRT to return to level HRRT2 with its updated knowledge and begin

the evolution process again. This iterative evolution repeats until the human-robot

red team determines that its understanding of the safety-critical problem domain will

enable the robot to achieve tasks safely. We expect this iterative process will lead

to model saturation (explored in Section 5.7.4). However, even if the team cuts off
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the human-robot red teaming exercise before saturating the modeled domain knowledge,

the team will have identified conditions that contribute to high probabilities of

safe operation and situations that may contribute to failures. In high-risk, dynamic

domains, it is very likely impossible to perfectly guarantee safe operations; but the

human-robot red team aims to increase the probability of safe operations through its

multiple levels of iterative analysis.

The following sections describe the characteristics of human-robot red teams at each

of the proposed levels.

5.6.2.1 Human-Robot Red Teaming Level 2

A human-robot red team operating on level HRRT2 learns and adapts by exploring

possible scenarios and outcomes according to the team’s shared knowledge of the

environment. Red robot agents on level HRRT2 help the team enumerate possibilities

that may have previously been unconsidered. By enumerating the possible risky

scenarios that could be encountered during task execution, the robot agent prompts

the human-robot blue team to consider appropriate responses. As a result, the

human-robot team learns appropriate strategies for acting safely in the environment.

In particular, at level HRRT2, the human-robot red team reasons over the current

model M = (S,A) and generates a list of possibilities:

H2(M) = {(s, a, s′) | s, s′ ∈ S(M), a ∈ A(M), actionable(a, s), effect(a, s′)} (5.9)

where each possibility is a tuple (s, a, s′) ∈ S × A × S representing possible state-

action transitions supported by the model, however unlikely these transitions may

be. In particular, states s and s′ are in the set of states in model M , denoted

S(M), and action a is in the set of actions in model M , denoted A(M). The

possibilities are generated such that action a is actionable in state s (denoted with
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predicate actionable(a, s)) and that the effect of performing action a is reflected in

next state s′ (denoted with predicate effect(a, s′)). The function H2 algorithmically

generates these possibilities by considering each possible symbolic state s ∈ S(M),

any action a ∈ A(M) that can be taken in each of those states, and the next state

s′ ∈ S(M) resulting from taking action a in state s. Based on these possibilities,

the human-robot blue team may update the model to reinforce valid possibilities or

prevent invalid possibilities, creating an updated model M ′
2.

It is important to note that while the environment may be dynamic, at HRRT2,

the team assumes that the dynamic environment will change as expected according

to the team’s model. This assumption about expectations allows the team at level

HRRT2 to algorithmically generate possible scenarios (s, a, s′). The purpose of level

HRRT2 is to explore the space of possibilities and learn how to safely perform tasks

given this (likely limited) domain knowledge. This enumeration and exploration will

inform the later levels of human-robot red teaming , which aim to identify limitations

in the team’s modeled knowledge and improve its understanding of the domain and

environment accordingly.

We use the example in Table 5.5 to illustrate an analysis of possibilities on

level HRRT2. Suppose a robot is operating on the surface of Mars, collecting and

analyzing samples for scientific research. One of the tasks the robot must complete

is picking up samples from the surface for later analysis, and a pre-condition for

picking up samples is that the robot is available for tasks. At level HRRT2, the

red computational agent realizes that the pre-condition that the robot is available

is inconsistent with the possibility that the robot is simultaneously stuck due to

the uneven terrain. The team uses this analysis of possibilities on level HRRT2 to

update the action to more clearly indicate that the robot must be available for

tasks and not stuck or otherwise occupied.
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5.6.2.2 Human-Robot Red Teaming Level 3

A human-robot red team operating on level HRRT3 further analyzes its knowledge

of the environment by challenging assumptions made by the team’s model of the

world. Modeled knowledge such as state information and definitions of actions

implicitly includes assumptions about the world. For example, revising an assumption

implicit in an action pre-condition may affect whether that action is actionable

in a particular state. This may cause a previous task plan to fail, requiring a

contingency plan, or provide alternate plans for achieving the same task goals.

Revising an assumption implicit in an action post-condition may affect the outcomes

of that action, causing a previous task plan to have unanticipated consequences. By

challenging these assumptions, red robot agents prompt the human-robot blue team

to modify or loosen these assumptions and consider contingency plans. As a result,

the human-robot team improves its ability to plan around unexpected circumstances.

At level HRRT3, the human-robot red team identifies implicit assumptions in the

team’s model M = (S,A), specifically whether pre-conditions for an action a ∈ A

can be reached to perform the action and whether post-conditions for action a are

expected to be achieved as a result of performing the action. In particular, the

function H3 maps the current model to pre-condition and post-condition assumptions:

H3(M) = (Ωpre,Ωpost) (5.10)

where Ωpre is a set of pre-condition assumptions and Ωpost is a set of post-condition

assumptions implied by a given action. The set of pre-condition assumptions has

the form:

Ωpre = {ωpre = (s, a) | s ∈ S(M), a ∈ A(M), precond(s, a)} (5.11)

where s is a pre-condition state required to perform action a, determined by predicate
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precond(s, a). The set of post-condition assumptions has the form:

Ωpost = {ωpost = (a, s) | s ∈ S(M), a ∈ A(M), postcond(a, s)} (5.12)

where s is a post-condition state likely to result from performing action a, determined

by predicate postcond(a, s). For these assumptions, the ordered pair of states and

actions indicates an assumed causal link in the pre- and post-conditions of an action.

These assumptions can be algorithmically generated by identifying each pre- and

post-condition for an action a. Based on these assumptions, the human-robot blue

team may update the model to modify pre- and post-conditions, add additional

validation actions, or add information for contingency planning around unsatisfied

conditions. These updates result in a modified model M ′
3.

The analysis performed by the HRRT on level HRRT3 goes beyond the enumera-

tion of possibilities performed on level HRRT2. Teams on level HRRT2 work within

the constraints of the given knowledge of the environment and problem domain to

enumerate possibilities. Teams on level HRRT3 start to consider what is left out

of the given model by challenging assumptions and creating contingency plans for

scenarios where these assumptions do not hold.

We return to the example in Table 5.5 to illustrate an analysis of assumptions

on level HRRT3. Continuing with the task of a robot picking up scientific samples

from the surface of Mars, an early model of the task only includes the pre-condition

that a sample is identified. At level HRRT3, the red computational agent would

identify the implicit assumption that the robot be available for tasks, and point out

to the blue team that this assumption is not reflected in the model. The team

uses this analysis of assumptions on level HRRT3 to update the action to include

validated assumptions, namely that the robot must be available for tasks in order

to perform the task of picking up a sample.
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5.6.2.3 Human-Robot Red Teaming Level 4

A human-robot red team operating on level HRRT4 learns from the analyses

performed on levels HRRT2 and HRRT3 and improves its modeled knowledge as a

result. The goal of level HRRT3 is to challenge assumptions and create contingency

plans for when assumptions do not hold. The goal of level HRRT4 is to recognize

that assumptions may reveal unmodeled factors that will affect task completion,

and improve the modeled knowledge accordingly. Models necessarily simplify the

unbounded complexity of the real-world. But these simplifications or “unknown

unknowns” become catastrophic when something left out of the model proves to be

important [60]. By improving the team’s model and accounting for new knowledge,

the human-robot team improves its ability to reason and complete tasks in a

safety-critical environment.

Level HRRT4 takes information about possibilities and assumptions from levels

HRRT2 and HRRT3 to create an updated model M ′. In particular, the H4 function

takes in the current model M , the enumerated possibilities from H2, the assumptions

from level H3, and a dialogue model Σ:

H4(M,H2(M),H3(M),Σ) = (M ′, K ′) (5.13)

where the dialogue model Σ (described in Section 5.6.3) prompts deeper reflections for

the human-robot team. In our implementation, the dialogue tree Σ is implemented

as a simple English-like interface that allows the human-robot red team to ask the

human-robot blue team probing questions. These interactions in Σ may be general

safety questions (for example, “Are there external, independently verified resources

for identifying failure cases in this domain?”) or more domain-specific questions,

informed by government and industry safety standards [76, 372, 375, 374]. Using the

interactions in Σ, the human-robot red team takes the current model M ∈ M, the
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supported possibilities H2(M), and implied assumptions H3(M) to ask the human-

robot blue team for insight on how to address weaknesses and limitations in the

model. The interactions in Σ will further prompt the team to update the model

by adding new states or actions to address “unknown unknowns” or by modifying

existing states or actions to address assumptions and undesired possibilities. This

creates an updated model M ′ =M ′
4 (where M ′

4 ∈ M) as well as additional knowledge

for the knowledge base K ′ ∈ K.

The analysis performed by the HRRT on level HRRT4 is meant to be a reflection

on the insights from the previous levels as well as an opportunity to address

identified shortcomings of the model. As described in Section 5.5, this process

cannot be completely automated due to the limitations of computational teams in

completing these high-level reflective exercises. The human insight in the human-robot

red teaming process is necessary to help direct, focus, and prioritize improvements

while generating updated models M ′.

We return to the example in Table 5.5 of a robot picking up scientific samples

from the surface of Mars to illustrate a reflective analysis on level HRRT4. The red

computational agent poses the questions: “Are there additional tasks the robot should

be taking on? What should the robot know when completing tasks in this domain?”

After reflecting, the blue computational agent suggests that the type of sample

collected (soil, rock, dust, weather readings, etc.) may be relevant for analyzing the

sample and reporting findings to ground control. The blue human agents confirm

that this would be relevant and the model should be updated accordingly. Based

on this analysis, the red computational agent queries the human-robot blue team for

appropriate updates to the modeled knowledge. In this case, the model is updated

such that identifying the sample type is a pre-condition for picking up a sample

and additional actions are added to identify the sample accordingly.
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5.6.2.4 Iterating through Human-Robot Red Teaming Levels

Since the human-robot red teaming levels allow the team to adapt its modeled

knowledge, we expect these levels to iteratively repeat. More specifically, an iteration

through the levels is one HRRT2 analysis, one HRRT3 analysis, and one HRRT4

analysis, as depicted in Figure 5.4. Repeated iterations means proceeding through

all 3 levels multiple times. Given the updated domain knowledge achieved on level

HRRT4, the team will return to level HRRT2 in order to enumerate possibilities

again based on the newly acquired information. This enumeration of possibilities will

teach the human-robot red team to operate safely given its new knowledge. Upon

returning to level HRRT3, the team may realize its improved domain knowledge

contains additional limiting assumptions that must be challenged. The team can

consider alternate perspectives and create contingency plans. These repeated analyses

could highlight errors in the model or additional “unknown unknowns” that must be

accounted for in order to improve the human-robot team’s ability to perform tasks

safely. Iterating through the levels enables the team to not only consider unaccounted

for factors, but also consider the long-term implications of new knowledge added

to the model. Every time the human-robot red team modifies its modeled knowledge,

the possibilities accounted for by that model must be enumerated and assumptions

implicit in that knowledge should be challenged accordingly.

We choose to define one iteration as one analysis on each HRRT level because

the analyses are often related. For example, repeating several analyses on level

HRRT2, then repeating several analyses on level HRRT3 as opposed to proceeding

straight from level HRRT2 to HRRT3 may limit the scope of analysis to that level’s

perspective rather than the complete knowledge of the model. We further investigate

the value of each individual level and iterations through all levels in Section 5.7.3.

On level HRRT4, the function H4 generates an updated model M ′
4. If we repeat

the human-robot red teaming process, each iteration through the levels produces a
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model hypothesis, which contains more information than the previous model. We define

a model hypothesis M i generated by iteration i through the HRRT levels. The

purpose of simplifying models is to simplify reasoning in an unboundedly complex

world. As a result, it is preferable to use a simpler model M i generated at

iteration i that solves the same problem as a more complex model M j generated

at iteration j where i < j. However, we do not want the human-robot team to

disregard more complex models M j since these models may include edge cases or

remote possibilities that prove to be critical in high-risk problem domains. Therefore,

the human-robot red team takes a hybrid approach to these mental models. In

particular, the human-robot red team maintains a set of generated model hypotheses

{M i}Ni=0 for each of the N iterations through the HRRT levels. Each model may

be useful for solving different types of problems in the problem domain. We evaluate

the value of a hybrid model in Section 5.7.5.

Since the world is unboundedly complex, iterating over the levels of human-

robot red teaming could become an intractable problem. However, all models make

simplifications based on what can be assumed to be negligible. Similarly, the

iterations through the human-robot red teaming levels will terminate when the factors

being considered for inclusion within the model are negligible. When there are no

new possibilities to enumerate on level HRRT2, when the team determines that all

assumptions are valid at level HRRT3, and when no new knowledge is added to

the model on level HRRT4, then the human-robot red team can conclude its model

is adequate for the problem domain.

Anything not included in a computational model of the world is assumed to

be negligible. This is not to say that the symbols or actions not in the model

do not exist, just that they are not important to the intended task. For example,

the robot trying to collect samples on the surface of Mars likely does not need to

account for someone spilling a hot coffee on the floor in mission control. It is not
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that the event is impossible, just that such an event can be disregarded from the

task the robot is trying to complete.

Factors that can be considered negligible are up to the discretion of the human-

robot team and will vary based on the problem domain and environment. Iterating

through the human-robot red teaming levels does not itself solve the problem of

“unknown unknowns” in computational models. However, the HRRT levels provide

additional opportunities to explore possibilities, challenge assumptions, and update

domain knowledge, which is especially important in extreme environments and safety-

critical problem domains.

5.6.3 Dialogue for Explainable Operations

The proposed human-robot red teaming levels emphasize that a team of human and

robot agents must evolve together under different conditions. As described in Sec-

tion 1.1.2, the Communication and Understanding through Red teaming, Explanation,

and Dialogue (CURED) Framework (Figure 1.4) emphasizes the importance of red

teaming, explanations, and dialogue for developing understanding on human-robot

teams. Natural language processing has garnered much attention since language is

an intuitive form of communication for humans (Section 2.4.1). While dialogue and

language processing are not contributions of this dissertation, we recognize language

as an important means of communication on human-robot teams.

The human-robot red teaming levels require an English-like interface for communi-

cation to consider possibilities, challenge assumptions, and update knowledge. Since

evolution of the knowledge on the human-robot red team will require communication

between human and robot agents, we implement an English-like interface (described

in Section 5.6.4) and fulfill the dialogue component of the CURED Framework.
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5.6.4 Composition of Human-Robot Red and Blue Teams

We describe the composition of our human-robot red and blue teams in the

following subsections. The human-robot red team will probe the human-robot blue

team to expand its knowledge of different problem domains (Figure 5.3). We will

evaluate the performance of the human-robot red team in Section 5.7 and Section 5.8.

5.6.4.1 Human-Robot Red Team Implementation

The focus of our work is on the methods that the human-robot red team use to

query and prompt the human-robot blue team. In our implementation, we use a

dialogue tree Σ to create a chatbot that provides simple English-like interactions.

This chatbot serves as the computational agent on the human-robot red team. The

analysis on level HRRT4 updates the current model M using the English-like in-

teractions Σ prompted by the red chatbot. In particular, the red chatbot prompts

the human-robot blue team to consider the validity of the enumerated possibilities

H2(M), identify invalid or unreasonable assumptions H3(M), and update the modeled

knowledge to create an updated model hypothesis M ′ and updated knowledge base

K ′ of relevant information for the domain.

To avoid biasing our results in favor of the red team, we minimize red human

inputs and rely on the red computational chatbot agent to challenge the human-robot

blue team’s understanding of the problem domain.

5.6.4.2 Human-Robot Blue Team Implementation

To simulate the human-robot blue team, we use ChatGPT [12] as the blue team

computational agent. ChatGPT is the state-of-the-art in computational agents engag-

ing in natural language question-answer interactions. Due to ChatGPT’s advanced

interactions, all new symbols (states and actions) presented into the model were

generated by the computational agents. All modifications to the models were pro-
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posed by the blue computational ChatGPT agent as a direct result of the prompts

from the red computational chatbot agent. ChatGPT would make many suggestions

(see Appendix C for examples), but often struggled to make actionable changes to

all of the suggestions at once, as described in Section 5.5. To assist, the blue

human agent (the researcher) would direct the blue computational agent to focus

on 2-5 suggested modifications at each level. The only direct model input given

by a human to the computational agents was in the initial model M0 to start

the human-robot red teaming analysis. To see how the models grew through the

human-robot red teaming process from the initial given model M0, please refer to

Appendix D.

5.6.5 Risk Mitigating Action-Utility Model

As mentioned in Section 5.6.2, the human-robot red teaming paradigm makes no

assumptions about how a model is formulated, and instead focuses on what states

and actions need to be included in the model to appropriately characterize the safety-

critical problem domain. To explore the possible models that could be supported by

the human-robot red teaming paradigm, we apply our proposed methods to the problem

of risk assessment by training a risk mitigating action-utility model , which models

function ut = UR(st,Ψ) in Equation 5.6. Previous works learn this utility function

through reinforcement learning [339, 340, 382, 383, 384, 385] or deep neural network

based approaches [386, 387, 388, 389, 390, 391]. We model the risk mitigating action-

utility as a weighted logistic regression model [70] to address imbalance [392] between

factual and counter-factual examples (otherwise the model could always mitigate risks

by aborting rather than achieving task goals). The risk mitigating action-utility model

will be trained using the data collected during the human-robot red teaming exercise

as described in Section 5.6.2 and current state information such as the likelihood,

consequence, risk, and safety scores for the hazard conditions (Equation 5.2) and
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state (Equation 5.3). Because outputs of logistic regression models are bounded

[0, 1], our implementation of the risk mitigating action-utility model predicts normalized

action-utility values.

Performing logistic regression analysis on collected data will identify which variables

are most relevant to evaluating the utility of the risk mitigating actions. Once

statistically significant variables are identified, the final environment-specific risk

mitigating action-utility models can be trained, validated, and tested in safety-aware

reasoning tasks.

5.7 Safety-Aware Reasoning Symbolic Planning Experiments

We first evaluate how the human-robot red teaming approach can help robots plan

to perform tasks safely. We selected several problem domains, each with varying def-

initions of safety and risks. Our selected domains will be described in Section 5.7.1.

Section 5.7.2 describes the iterations through the HRRT levels. We describe our

ablation study over the HRRT levels in Section 5.7.3 and model saturation experi-

ments in Section 5.7.4. The results of our symbolic planning experiments will be

shown in Section 5.7.5.

5.7.1 Safety-Critical Planning Domains

To evaluate the value of the human-robot red teaming approach, we test our

methods in a variety of problem domains. We considered problem domains with

varied levels of risk and different definitions of safety. We classify our problems as

follows:

• Space Applications: Space exploration tasks require strict safety guidelines

to ensure safety of the human crew and the expensive equipment. These

domains are high risk due to the potential for injury, loss of life, or cost of

transporting and repairing equipment. In particular, we consider a human-robot
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team operating in a lunar habitat and a separated team of ground control

human agents and surface robotic agents in a Mars science experiment task.

• Household Applications: Household tasks require vast knowledge about the

inhabitants of the home as well as adaptation to dynamic and changing envi-

ronments. These domains are similarly high risk, but the safety requirements

and regulations for a household varies from those of space applications. We

consider a robot assisting with assembly and repairs and a robot performing

cleaning tasks.

• Everyday Applications: This class of problems is meant to capture lower-risk

mundane tasks that still involve enough complexity to justify a team of agents

working cooperatively. We explore the human-robot red teaming approach in

planning international travel and in assessing and performing routine vehicle

maintenance.

• Cinematic Applications: The goal of this final class of problems is to test

how the human-robot red teaming approach performs in familiar but dramatic

examples of AI/robotic agents working alongside humans. When considering

familiar examples of human-robot interactions, we chose two cinematic examples.

We first consider the nuclear warfare scenario faced by the Iron Giant from

the movie The Iron Giant [393], where the titular robotic agent successfully

saves humanity from the threat of nuclear fallout by sacrificing itself and

intercepting a missile. We then consider HAL 9000 from the movie 2001:

A Space Odyssey [394], where the AI captain jeopardizes the comfort, privacy,

physical safety, and lives of the human crew members to prioritize the mission

objectives of their space exploration task.

Collectively, these problem classes are meant to explore how our HRRT approach

performs in uncovering the complexities of different domains in order to plan to
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safely complete tasks.

The following prompts were given by the human-robot red team to the human-robot

blue team to describe the task for the HRRT iterations.

• Space: Lunar Habitat—A robot is on the lunar surface, assisting astronauts

living in a habitat with science experiments and space exploration tasks. The

pressurized lunar habitat has an airlock, with two doors on either side: one

door from the pressurized habitat to the airlock chamber, and one door from

the airlock chamber to the lunar surface.

• Space: Mars Science Team—A robot is on the Mars surface, conducting

science experiments to learn about the feasibility of humans living long-term in

space. The robot is working on a team of robots, and they have communication

with ground control on Earth. Due to the long distance between Earth and

Mars, the robots must handle time-delayed communications.

• Household: Assembly and Repairs—A robot is responsible for regular home

maintenance, including any assembly tasks or repairs, to assist the family that

lives there. For example, the robot may help assemble a new desk chair or

fix a broken cabinet door. The robot needs to safely use tools to assess and

complete these maintenance tasks.

• Household: Cleaning—A robot is going to clean every room in the house.

A family of humans, including curious children and pets, live in the house as

well. The robot needs to effectively complete the cleaning tasks while keeping

everyone in the house safe and preventing children and pets from getting into

any dangerous cleaning chemicals.

• Everyday: International Travel—A robot personal assistant is responsible for

helping a human plan for their upcoming trip, which will require international
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travel. The robot needs to plan the trip, adapt to unforeseen issues that may

arise, and help the human prepare to travel safely.

• Everyday: Vehicle Maintenance—A robot personal assistant is responsible

for helping a human identify and diagnose issues with their vehicle. The

human uses the vehicle to drive to-and-from work everyday as well as complete

required errands. The robot needs to help the human diagnose and correct

issues to keep the vehicle in good working order and safe for operations.

• Cinematic: Nuclear Warfare—A robot is serving as an improved version of

the wartime robot from the movie The Iron Giant [393]. The robot is equipped

with defensive weapons systems and flight systems, as well as communication

systems to facilitate negotiations between countries. The robot must protect

human life from wartime risks such as nuclear missile attacks, resorting to

self-sacrifice if needed.

• Cinematic: AI Captain—A robot is serving as an improved version of the

HAL 9000 computer system from 2001: A Space Odyssey [394]. The improved

robot system needs to support the success of human space exploration mission

objectives without putting the lives of the human crew in jeopardy.

Using these brief scenario descriptions, the human-robot red team challenged the human-

robot blue team’s thinking about these problems to uncover insights about how to

perform tasks safely. Results for how the human-robot red teaming exercise improved

the team’s knowledge in these domains are presented in Section 5.7.5.

5.7.2 Team Interactions for HRRT Model Iterations

For each of the 8 problem domains described in Section 5.7.1, we created

a minimal starting model M0 and performed 5 iterations of the HRRT levels

(where an iteration is HRRT2, HRRT3, and HRRT4), generating updated models
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{M i
4}5i=1. At each iteration i, the red computational chatbot agent prompted the

blue computational ChatGPT agent based on model possibilities H2(M
i) and model

assumptions H3(M
i), and queried model updates H4(M,H2(M

i),H3(M
i),Σ) based on

the English-like interactions Σ.

Table 5.1, Table 5.2, and Table 5.3 illustrate example analyses that occur on

each of the HRRT levels (HRRT2, HRRT3, and HRRT4, respectively) within the

Space Mars Science Team domain. Our proposed methods for human-robot red teaming

challenge the human-robot blue team’s understanding of the domain and guide the

team through iteratively improving the modeled knowledge. We give one example of

a full iteration (HRRT Level 2, Level 3, and Level 4) for each problem domain

in Appendix C. Table 5.4 shows how the model for the Space Mars Science Team

problem domain evolved over the 5 HRRT iterations. The final human-robot red

teamed models for each problem domain can be seen in Appendix D.

HRRT2: Enumerating Possible States
Agent/Team Contribution

Human-Robot Red Team
Algorithmically lists possibilities supported by
model according to Equation 5.9

Blue Computational Agent
Related Robot States:
if power low, robot should automatically transition
to robot needs recharge

Blue Human Agent
Correct, power low and robot needs recharge

should coincide

Blue Computational Agent
Contradictory Robot States:
if mission interrupted, then robot available

and robot moving should not occur

Blue Human Agent
Correct, the robot should not be available for
new tasks, but incorrect, the robot should be
able to move to a safe “home” location

Human-Robot Red Team
Guides human-robot blue team through updating
the model to reflect the analysis of possibilities

Table 5.1: Example analysis from Level HRRT2 in the Space Mars Science Team
domain. The human-robot red team prompts the human-robot blue team to engage in
dialogue about the possible state-action transitions supported by the current model.
See Appendix C.2.1 for the complete HRRT2 analysis.
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HRRT3: Challenging Action Assumptions
Agent/Team Contribution

Human-Robot Red Team
Algorithmically lists assumptions in action
definitions according to Equation 5.10

Blue Computational Agent

Implicit Environment Assumption:
weather hazard detected implies that robot
should not perform certain actions, such as
inspect infrastructure

Blue Human Agent
Correct, this is a valid assumption,
and needs to be enforced throughout the model,
if not already

Blue Computational Agent
Valid Assumption:
robot should only transmit findings if
gc ack received

Blue Human Agent
Correct, if ground control cannot be reached,
transmit findings is expected to fail since no
one will receive the transmitted data

Blue Computational Agent
Suggested Pre-Condition:
action activate redundant comm should require
pre-condition comm blackout

Blue Human Agent
Incorrect, redundancy in this domain will
be valuable even without blackouts or failures

Human-Robot Red Team
Guides human-robot blue team through updating
the model to reflect the analysis of assumptions

Table 5.2: Example analysis from Level HRRT3 in the Space Mars Science Team
domain. The human-robot red team prompts the human-robot blue team to engage
in dialogue about the pre-condition and post-condition assumptions implicit in the
definitions of the actions in the current model. See Appendix C.2.2 for the complete
HRRT3 analysis.

5.7.3 Ablation Study over HRRT Levels

We first explore the value of each of the proposed HRRT levels, focusing on

the Space Mars Science Team. After each level, we save the generated model and

test how the model performs in 200 randomized planning tasks. We performed 10

full HRRT iterations (where an iteration is HRRT2, HRRT3, and HRRT4) for a

total of 30 models across each iteration and level.

Figure 5.5 summarizes the results of the ablation study over the HRRT levels.

These results indicate that each level of analysis builds upon the previous levels,
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HRRT4: Reflecting on Domain
Agent/Team Contribution

Human-Robot Red Team

Probes the human-robot blue team through
English-like interactions to update the model
according to Equation 5.13

Human-Robot Red Team
Are there additional tasks the robot should be
taking on?

Blue Computational Agent
Microbial contamination detection and solar
panel cleaning

Blue Human Agent Yes, let’s update the model

Human-Robot Red Team
What should an agent know when completing
tasks in this domain?

Blue Computational Agent
Time-delayed comms, weather patterns, and
inter-robot coordination on team

Blue Human Agent
We do consider time delay and weather,
but let’s update for team coordination

Human-Robot Red Team
What catastrophic failures could occur in
this domain?

Blue Computational Agent
Major data loss or structural damage due
to environment

Blue Human Agent
We have some redundancy, but let’s add
preventative maintenance

Human-Robot Red Team
Are there external, independently verified resources
for identifying failure cases in this domain?

Blue Computational Agent
NASA Incident Reports, Space Robotics
Standards, Mars environmental studies

Blue Human Agent
Let’s investigate these sources to learn more
about safe operations in this domain

Human-Robot Red Team
Guides human-robot blue team through updating
the model based on these reflections

Table 5.3: Example analysis from Level HRRT4 in the Space Mars Science Team
domain. The human-robot red team prompts the human-robot blue team to engage in
dialogue and reflect on the problem domain to improve the modeled knowledge. See
Appendix C.2.3 for the complete HRRT4 analysis.

improving the modeled knowledge and the team’s ability to handle planning problems

in the domain. This provides evidence to support our choice of defining an iteration

as the HRRT2 analysis, then the HRRT3 analysis, and then the HRRT4 analysis.

Since each level builds on each other, it is valuable to proceed through all levels

of analysis, then iterate back through the levels to further analyze the modeled
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Model Iteration States Added to Model Actions Added to Model

sample detected pick up sample

color-coded robot has sample analyze sample

by iteration sample analyzed report findings

within which findings ready drop sample

each symbol is robot available scan for samples

introduced to robot needs recharge coordinate team robots

model comm delayed monitor environment

sample type identified identify resources

sample contaminated respond to emergency

task synchronized navigate to sample

environment monitored recharge self recover

resource identified pause mission

emergency detected sync with team

Iteration 0 robot moving, robot stuck request help from team

(Given) power low, team sync report failure to ground

mission interrupted collect soil sample

Iteration 1 failure reported collect atmospheric data

soil sample collected inspect infrastructure

Iteration 2 atmospheric data collected engage gc override

infrastructure inspected disengage gc override

Iteration 3 gc override active detect weather hazard

weather hazard detected assess damage

Iteration 4 robot damaged autonomous repair

comm blackout safe mode activation

Iteration 5 critical system failure calibrate equipment

equipment calibrated perform maintenance

maintenance required store long term data

long term data stored activate redundant comm

redundant comm active create data backup

data backup created receive gc ack

gc ack received perform health check

contamination detected detect contamination

solar panels cleaned clean solar panels

long term wear detected assess long term wear

health check completed report status to gc

Table 5.4: Evolution of the Space Mars Science Team model through the HRRT
iterations. As described in Section 5.6.4, all new symbols were proposed by the
blue computational agent based on prompts from the red computational agent. See
Appendix D.2 for more information about the model evolution.
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Figure 5.5: Results of the ablation study over the HRRT levels. Each ablation
excludes the higher levels of analysis. We tested the models at each level in 200
randomized planning tasks in the Space Mars Science Team problem domain. We
see that each HRRT level builds on the knowledge gained from the previous levels.

Modeled Action Iteration/Level Analysis
pick up sample Iteration 1, Additional information: type of
pre: [sample detected] Level 4 sample may be relevant;
post: [robot has sample] add state sample type identified

pick up sample Invalid assumption: model includes
pre: [sample detected, Iteration 2, robot available, but does not
sample type identified] Level 3 check this as pre-condition

post: [robot has sample] for picking up samples
pick up sample Inconsistent possibility : model
pre: [sample detected, Iteration 3, includes robot stuck for terrain
sample type identified, Level 2 issues, which would contradict
robot available] pre-condition robot available for

post: [robot has sample] picking up samples
pick up sample

pre: [sample detected,

sample type identified, Further Additional analyses
robot available iterations/levels... on modeled knowledge...
not robot stuck]

post: [robot has sample]

Table 5.5: Example of how a specific action (picking up scientific samples) evolves
across several HRRT iterations, and the specific HRRT level analyses that trigger
particular updates. This example comes from the Space Mars Science Team do-
main, where robots are picking up scientific samples on the Martian surface. See
Appendix D.2 for full model evolution in this domain.
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knowledge.

To provide a more concrete illustration of how the HRRT levels transform and

evolve the modeled knowledge, we provide an example from this ablation study

in Table 5.5. We see that every time updates are added to the model, the

next iteration through the HRRT levels identifies new relevant information, allowing

the team to evolve its understanding of what it means to complete tasks in the

problem domain. The interrelated analyses depicted in this example further justifies

the definition of an HRRT iteration as one HRRT2 analysis, then one HRRT3

analysis, and then one HRRT4 analysis. Transitioning between the levels uncovers

the interrelated issues of possibilities, assumptions, and additional model knowledge,

rather than getting stuck at just one level of analysis. Since each level is related

and builds on the information from the previous levels, it is important to consider

each analysis together in one iteration.

5.7.4 Model Saturation Experiments

We then explore the value of the iterations through the HRRT levels, specifically

investigating whether successive iterations will lead to saturation of the modeled

knowledge. As with the ablation study in Section 5.7.3, we focused on the Space

Mars Science Team domain. We completed 10 HRRT iterations and tested the

models in 200 randomized planning problems.

Figure 5.6 summarizes the findings of the saturation experiment. We see that

by HRRT iteration 6, the Space Mars Science Team model becomes saturated. The

outputs from the human-robot red teaming exercise started to repeat at this point, and

the model contained sufficient risk mitigation mechanisms to act safely with a high

success rate. We expect that the saturation point will vary based on the complexity

of the environment and the knowledge of the agents of the team. However, these

experiments provide evidence to support that successive iterations through the HRRT
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Figure 5.6: Results of the model saturation experiments. We tested the models
at each level in 200 randomized planning tasks in the Space Mars Science Team
problem domain. Around HRRT iteration 6, the human-robot teams started repeating
many suggestions and analyses, as reflected by the flattening of the curve. At this
point, the modeled knowledge becomes saturated. Successive iterations may provide
insights on additional tasks, but do not fundamentally change the learned safety
and risk mitigation mechanisms.

levels will allow the human-robot team to gain sufficient insight to perform tasks

safely in a given problem domain.

Application Problem Planning Total Success
Class Domain Successes Tasks Rate

Space
Lunar Habitat 49 50 0.98

Mars Science Team 43 50 0.86

Household
Assembly and Repairs 50 50 1.00

Cleaning 44 50 0.88

Everyday
International Travel 46 50 0.92
Vehicle Maintenance 47 50 0.94

Cinematic
Nuclear Warfare 32 50 0.64

AI Captain 39 50 0.78

TOTAL 350 400 0.875

Table 5.6: Cumulative safety-aware reasoning planning experiments demonstrating the
human-robot red teaming approach.
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(a) Lunar habitat scenario with total planning
success rate of 0.98.

(b) Mars science team scenario with total plan-
ning success rate of 0.86.

Figure 5.7: Plots of planning problem success rate per iteration of the human-robot
red teamed models for the space applications.

5.7.5 Safety-Critical Planning Experiments

Once the model hypotheses {M i
4}5i=0for each problem domain described in Sec-

tion 5.7.1 were generated through the HRRT iterations, the red human agent (the

researcher) converted the human-robot red teamed models into the Planning Domain

Definition Language (PDDL) [395]. We investigated failure cases for each domain

by searching for external independent documentation [396, 397, 398, 399, 400, 401,

402, 403]. Based on these failure cases, we generated 50 planning tasks per domain,

where each initial state included a randomly generated subset of failure cases. The

PDDL descriptions of the domains (based on the human-robot red teamed models)

and the planning tasks were given to an off-the-shelf symbolic STRIPS task plan-

ner1 [341] to evaluate whether the models were sufficiently complex to plan around

the safety-critical failures while achieving task goals.

Table 5.6 summarizes the results for the planning tasks in each problem domain,

aggregated over all of the generated model hypotheses. Figures depicting the contri-

bution of each individual model hypothesis to the planning success in the domain

1Pyperplan STRIPS planning library: https://github.com/aibasel/pyperplan
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(a) Assembly and repairs scenario with total
planning success rate of 1.00.

(b) Cleaning scenario with total planning success
rate of 0.88.

Figure 5.8: Plots of planning problem success rate per iteration of the human-robot
red teamed models for the household applications.

(a) International travel scenario with total plan-
ning success rate of 0.92.

(b) Vehicle maintenance scenario with total plan-
ning success rate of 0.94.

Figure 5.9: Plots of planning problem success rate per iteration of the human-robot
red teamed models for the everyday applications.

155



(a) Nuclear warfare scenario with total planning
success rate of 0.64.

(b) AI captain scenario with total planning suc-
cess rate of 0.78.

Figure 5.10: Plots of planning problem success rate per iteration of the human-robot
red teamed models for the cinematic applications.

Figure 5.11: Planning problem success rates per iteration of the human-robot red
teamed models across all experiment domains. This plot overlays the results from
Figure 5.7, Figure 5.8, Figure 5.9, and Figure 5.10 for a comparative analysis
between these domains.
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are summarized for each problem class in Figure 5.7 (space applications), Figure 5.8

(household applications), Figure 5.9 (everyday applications), and Figure 5.10 (cine-

matic applications). Figure 5.11 depicts the impact of successive model iterations on

planning success across all of the problem domains.

Our results indicate that the human-robot red teaming approach generally performed

better in the household and everyday applications, which consistently achieved higher

planning success rates. These results also indicate that the HRRT iterations consis-

tently improved the complexity of the model hypotheses, allowing them to effectively

complete task plans by uncovering additional failure cases (as seen in Figure 5.8 and

Figure 5.9). The familiarity of these domains to the human-robot blue team likely

contributes to the success of the HRRT methods in these domains. In particular,

the suggestions output by ChatGPT are likely heavily influenced by these common

human tasks, which enabled the model hypotheses to uncover sufficiently complex

information that allowed the models to plan around common failures.

While the overall success rates for the space applications are slightly lower,

the availability of public information such as NASA’s Moon to Mars mission objec-

tives [404] or NASA’s documentation of previous close calls and disasters [405] makes

the operating risks of these domains known to our blue computational ChatGPT

agent (Figure 5.7). We expect that including insight from a blue human agent that

is more familiar with the current operations and goals of lunar and Mars surface

operations would further improve the insights gained from the HRRT methods.

Though the human-robot red teamed models succeeded in generating safety-aware

task plans more often than not, the HRRT methods struggled to plan successfully

around safety-critical failures in the cinematic applications. These scenarios are so

high risk (dealing with large-scale disaster and death in the nuclear warfare scenario

or adversarial rogue agents in the AI captain scenario) that uncovering a more

comprehensive set of failure modes and risk mitigation strategies may be challenging
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for the human-robot team. Figure 5.10 shows a relatively consistent upward slope

of improved planning capabilities per HRRT model iteration. This suggests that a

larger number of iterations may uncover additional insights about the complexities of

these domains. Furthermore, these dramatic cinematic examples are less grounded in

real-world experiences and data, meaning the prompts from the human-robot red team

may not have elicited as much useful insight from the human-robot blue team.

Taken together, these results indicate the promise of our proposed methods for

iterating through the levels of human-robot red teaming . Each iteration through the

levels made the generated model hypotheses more capable of handling failures, as

seen in Figure 5.11. Overall, our generated models successfully planned to achieve

task goals, mitigate risks, and avoid critical failures with a success rate of 0.875

over a combined 400 planning tasks in 8 different problem domains (Table 5.6).

Additional HRRT iterations (for example, iterating on the model until saturation

rather than iterating until some small cutoff) and including blue human agents with

insider or expert knowledge for the respective problem domains could further improve

our results. These results provide evidence to support that the proposed methods

for human-robot red teaming and the iterative HRRT levels help human-robot teams

reflect on and uncover the complexities of mitigating risks and avoiding “unknown

unknown” failure cases in safety-critical problem domains.

5.8 Safety-Aware Reasoning Robot Execution Experiments

To test how the human-robot red teaming approach can help robots assess and

mitigate risks while performing real-world tasks, we narrowed our scope to two

domains with different definitions of safety—lunar habitat and household. In par-

ticular, we aim to model the risk mitigating action-utility of these two problem

domains on two robots—NASA Johnson Space Center’s iMETRO (Integrated Mo-

bile Evaluation Testbed for Robotics Operations) [22, 94, 93, 23, 95] and Valkyrie
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robot [92, 361, 245]. Valkyrie uses IHMC Open Robotics Software [365] for whole-

body control. Both Valkyrie and iMETRO use ROS2 [406] and MoveIt 2 [364, 407]

for motion planning and execution. Since Valkyrie (Figure 5.13) is a legged hu-

manoid robot, Valkyrie operates in terrestrial environments, such as households. The

iMETRO facility (Figure 5.12) was developed for testing capabilities required of

assistive robots in lunar habitats, where confined spaces, dangerous environments, and

high travel costs make operations significantly riskier. We expect our human-robot red

teaming approach to safety-aware reasoning to handle different environmental safety

requirements as well as the different risk mitigating actions these robots are capable

of performing.

5.8.1 Safety-Aware State and Action Space Definitions

5.8.1.1 Hazard Conditions in Different Problem Domains

The lunar habitat and household domains may have similar hazard conditions, but

the formulation of these conditions varies with the environment. For example, the

hazard condition human enters workspace ϕhuman has a consequence state of harming

the human sharm ∈ SC with a high consequence function value ϕC,human(st, sharm) = 100.

In a household where human operators live, we expect this occurrence to be highly

likely ϕL,human(sharm|s1, · · · , st) = 0.8. In a lunar habitat where the confined space is

not conducive to safe operation alongside humans and we expect our robot to only

perform tasks when the astronauts in the habitat are sleeping, this will have a

lower probability ϕL,human(sharm|s1, · · · , st) = 0.1. Conditions for damaging equipment

and objects, colliding with objects or the environment, dropping or falling objects,

etc. are defined similarly for both environments.
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5.8.1.2 Risk Mitigating Actions in Different Problem Domains

Since the iMETRO and Valkyrie robots differ significantly in terms of embodiment,

each will have different risk mitigating actions and implementations of those actions.

For example, to avoid a collision while navigating the environment, Valkyrie can

plan a navigation route to avoid the obstacle. The iMETRO robot is confined to

navigating along a rail, so to avoid a collision, iMETRO will need to tuck its

arm out of the way or ask for intervention from a human operator in the event

of an unavoidable collision. Similarly, the environments themselves and the risks

inherent in those environments afford different risk mitigating actions. For example,

when a human enters the robot’s workspace in a household where there is more

open space and we want the robot to continue working alongside the humans, an

appropriate action would be to lower joint velocities and torques to mitigate the risk

of harm. When a human enters the robot’s workspace in a lunar habitat indicating

an astronaut has woken up and will be moving about the space, an appropriate

action would be to abort the robot’s task and resume once the astronauts are again

asleep.

5.8.2 Trained Risk Mitigating Action-Utility Models

To investigate an example of how the human-robot red team paradigm may function

with different model representations, we focused on the lunar habitat and household

environments. We trained two risk mitigating action-utility models, one for each

environment. We performed a weighted logistic regression analysis to identify relevant

variables and to explore interactions between variables. This analysis identified the

risk scores ϕR for all conditions ψ ∈ Ψ and the state consequence value ΦC to be

relevant for both domains. The state risk score ΦR was also identified as relevant

for the household environment. Our final trained lunar habitat ÛR,lunar and household

ÛR,house risk mitigating action-utility models are the logistic regression approximations
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of Equation 5.6. Based on our logistic regression analysis, the final form for our

learned models is ÛR(st,Ψ) = 1
1+e−v where:

vlunar = b0 + b1ΦC(st) +
∑

ψi∈Ψ biϕR,i(ψi, st)

vhouse = c0+c1ΦC(st) + c2ΦR(st)+∑
ψi∈Ψ

ciϕR,i(ψi, st)

(5.14)

with learned lunar habitat model coefficients bj and household model coefficients

cj. The models differ due to the different environmental hazard conditions. The

state risk score in the household model indicates the value of state information

to focus the robot’s attention to the greatest risks, especially in an environment

where the robot expects to operate with higher levels of autonomy alongside humans.

The logistic regression analysis indicates that both models are statistically significant

with p-value p≪ 0.001. This indicates that we reject the null hypothesis, and there

is a significant relationship between the identified variables and the predicted risk

mitigating action-utility values. When validating the accuracy of these models against

the validation data, the lunar habitat model achieved about 92% accuracy and the

household model achieved about 87% accuracy in identifying the risk mitigating

action with the highest action-utility.

5.8.3 Risk Mitigation Experiments

To test the effectiveness of human-robot red teaming to achieve risk assessment in

safety-aware reasoning tasks, we deployed the final trained risk assessment models

on the iMETRO and Valkyrie robots acting as if in a lunar habitat or household,

respectively. To detect hazards, we used color blob detection [14] and YOLO

object detection [408, 409]. When any hazard condition was identified ψt(st) = T ,
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(a) Robot safely performs the sample stowage task in lunar habitat environment.

(b) Robot aborts the task when a human astronaut enters the workspace.

(c) Robot requests help to proceed when the sample fell out of reach.

Figure 5.12: Select trials of iMETRO performing a sample stowage task as if in a
lunar habitat using safety-aware reasoning .
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(a) Robot safely performs the tool hand-off task in household environment.

(b) Robot moves slowly as human walks through workspace.

(c) Robot requests supervision for possible collision with table.

Figure 5.13: Select trials of Valkyrie performing a tool hand-off task as if in a
household using safety-aware reasoning .
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the trained risk mitigating action-utility model predicted the action-utilities and the

risk mitigating policy function πR (Equation 5.7) computed the best risk mitigating

action aR,t = πR(st) = argmax(ÛR(st,Ψ)). When no hazards were detected, the robot

continued task execution.

The iMETRO robot performed 7 trials as if in a lunar habitat and Valkyrie

performed 5 trials as if in a household. In each trial, the robots were presented

with different subsets of hazards. We recorded whether the robot correctly identified

and performed the appropriate risk mitigating action and whether the task was

executed safely. The cumulative results can be seen in Table 5.7. See Appendix E

for more detailed information about all safety-aware reasoning risk mitigation trials.

Figure 5.12 and Figure 5.13 show select examples of the performed safety-aware

reasoning tasks for the lunar habitat and household, respectively.

5.9 Human-Robot Red Teaming Results

As described in the previous sections, we evaluated how our human-robot red

teaming methods achieved safety-aware reasoning in symbolic planning (Section 5.7)

and in robot execution (Section 5.8) tasks. This evaluation illustrates that the

human-robot red team can be applied to different types of problems that require

Environment Robot Total Trials
Correct Risk Mitigating
Action Success Rate

Lunar Habitat iMETRO 7 1.00
Household Valkyrie 5 0.60

Cumulative - 12 0.83

Table 5.7: Safety-aware reasoning experiment results across 12 total trials. The errors
in risk assessment and mitigation are due to false negatives in hazard detection,
namely our use of color blob detection [14] where lighting conditions impacted per-
ception of color. When the robots correctly identified the risk mitigating action,
they successfully mitigated risks to complete the task safely. More detailed informa-
tion about the lunar habitat and household trials can be found in Table E.1 and
Table E.2, respectively.
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safety-aware reasoning .

Taken together, our results demonstrate that the human-robot red teaming approach

and iteration through the HRRT levels improve the robot’s ability to reason over

and execute tasks in safety-critical domains. Furthermore, the reflective cooperative

nature of the human-robot red teaming exercise (especially through the English-like

interactions on level HRRT4) has the potential to improve the combined human-

robot team’s understanding of the risks, critical failures, and complexities of the

environment.

Our evaluations of the human-robot red teaming approach demonstrate the im-

portance of combined human-robot teams in safety-critical problem domains. Since

the complete model M∗ of the unboundedly complex world is intractable, simplified

models M make reasoning possible. However, we need to ensure our model M does

not dangerously oversimplify. Computational agents have their models M built in,

which limits their understanding to symbols in the model. Human agents, with

their large amount of real-world experience, can introduce new symbols to expand

the team’s understanding to “unknown unknowns.” Work in psychology and neu-

roscience indicates that human thought is driven by the structure of the human

brain, which enables “dynamic interplay” between cognitive systems [410]. Human

knowledge representation allows humans to make associations between tasks, adapt to

different scenarios, and creatively propose new ideas in ways that are not supported

by knowledge representation in computational agents. Therefore, human agents are

needed on both the human-robot blue team and the human-robot red team to consider

“unknown unknowns” in safety-critical domains.

The human-robot red teaming paradigm leverages diversity of perspectives [411,

412, 380]: robots use computational methods to systematically challenge the team’s

understanding, while humans use their grounded real-world experience to introduce

new ideas to the team and make evaluative moral and ethical judgments. We
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observed this throughout our experiments: blue computational agents algorithmically

generate or look up information in response to formulaic prompts from the red

computational agents, while the human agents on either team help determine relevance

and introduce new information. Through this collaborative dialogue, the team iterates

on models M,M ′,M ′′, . . . to improve its ability to plan around and mitigate risks,

while simplifying reasoning from the intractable complete model M∗.

The problem of “unknown unknowns” can never be completely solved. However,

human-robot red teaming provides more opportunities for the human-robot team to

reason about safety, promote understanding, calibrate trust, and improve knowledge

in the problem domain.

5.10 Future Work

We presented the human-robot red teaming paradigm and proposed that iterating

through multiple levels of analysis results in improved model knowledge and a

human-robot team that is more capable of performing safety-aware reasoning tasks.

Further work would explore the value of a larger number of HRRT iterations

in more domains. In our experiments, we cut off the process after 5 iterations

(Section 5.7.5) and explored how a model of one problem domain reached saturation

with more iterations (Section 5.7.4). Based on these experiments, we hypothesize that

more iterations would eventually result in a saturated model where updates between

iterations are negligible. Further investigation would test this hypothesis in a larger

number of problem domains. Future work would also investigate the composition of

the human-robot blue team, specifically by recruiting independent expert humans to

provide more specific insights into the problem [413]. The presented robot experiments

represent a limited application of the human-robot red teaming methods in a small

number of cases. Performing similar robot task execution experiments after successive

model iterations, in more problem domains, and in more evaluation tasks per domain
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would provide additional insight into how the HRRT methods translate to robot

hardware.

While natural language processing capabilities were not part of our contribution,

limited language interactions served an important role in this chapter as a means for

explanations and safety dialogue within the human-robot team. Future work would

improve upon the simple dialogue tree interactions used in our experiments and scale

up to natural language conversations between computational and human agents. More

capable AI and NLP capabilities could increase reliance on computational agents

throughout our human-robot red teaming process. For example, smarter agents may be

able to derive common sense information without being queried by the human-robot

red team. While the blue computational ChatGPT agent proposed all new symbols

that were added into the model, further experiments would investigate how much the

model understands [295] the real-world meaning behind the symbols in the model.

We present four components of safety-aware reasoning (hazard identification, risk

assessment, risk mitigation, and safety reporting), and focus on how the human-robot

red teaming approach informs the risk assessment and mitigation components. Future

work could include further developing how the human-robot red team informs the other

safety-aware reasoning components, namely hazard identification and safety reporting.

Addressing perceptual challenges in hazard identification, specifically differentiating

between safe and unsafe operating conditions, will require additional research. Robots

may need to learn how to mitigate risks rather than performing prescribed actions

from a pre-defined set of risk mitigating actions. In terms of safety reporting,

expanding the natural language capabilities of the presented approach would enable

more intuitive interaction on human-robot teams.

We focus on cooperative tasks, where all agents on the human-robot team are

working together to achieve the given task goals. Other works consider trust in

tasks where there are adversarial or non-cooperative agents. In problem domains
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where we cannot safely assume all agents are cooperative, the robot agents would

likely need to incorporate a computational model of trust to predict the intentions

of other agents in the environment [414].

In this chapter, we rely on information provided by human operators in order

to prove the feasibility of our approach to safety-aware reasoning . Future work

would enable the robot to autonomously learn about task safety. For example,

the robot could perform online learning of the hazard likelihood functions and risk

mitigating action space rather than relying on human operators to provide these

definitions. We would also want the robot to perform lifelong learning about safe

task performance. Counter-factual reasoning—either in simulation or during task

execution—would help the robot identify new hazard conditions, consequences, and

risk mitigating actions that were not previously provided in the state and action

spaces. In this way, counter-factual reasoning would help the human-robot team

identify “unknown unknowns” in the team’s model of the world and definitions of

safety. Furthermore, counter-factual reasoning during task execution could be used to

analyze the causal history of near miss events with potential consequences sC to

identify upstream decision points by detecting new hazards ψt.

5.11 Discussion and Conclusion

We demonstrate that the human-robot red team paradigm can effectively inform

safety-aware reasoning for safe planning in different problem domains and risk mitiga-

tion by robots with different embodiments acting in different environments. Using

the human-robot red teaming approach, human-robot teams explore the space of haz-

ards that could appear in an environment. We demonstrate that across 8 planning

domains, the robot safely completes symbolic planning tasks with a success rate of

0.875. Planning failures occurred due to the complexity of the explored domain,

suggesting that more iterations through the HRRT levels would eventually uncover
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the relevant information for safe planning. We demonstrate how this domain explo-

ration can inform risk assessment in physical robot execution experiments, specifically

by training environment-specific risk mitigating action-utility models , which predict the

normalized action-utility values of risk mitigating actions. The risk mitigating policy

selects the action that would most effectively mitigate risks, enabling the robot to

complete tasks safely with a success rate of 0.83. Failures in identifying hazards

occurred due to false negatives from our perception modules, highlighting the need

for further work in effective hazard identification.

We suggest that the human-robot red teaming paradigm for safety-aware reasoning

deserves further study and broader application based on the promise demonstrated in

this chapter. Even with the simple English-like interactions carried out by our HRRT

implementation, our symbolic planning and robot execution experiments demonstrate

that useful information is gained from the collaborative process of challenging and

reflecting on the team’s modeled knowledge. Our work demonstrates that robots

with different embodiments can effectively and safely plan and operate in different

environments under different definitions of safety, helping robots to earn trust as

collaborators in safety-critical tasks.

5.12 Contribution to Dissertation Goals

In the context of this dissertation, our work on human-robot red teaming for

safety-aware reasoning contributes to the robot’s abilities to reason over tasks safely

without overtrusting the human operator. Our experiments show that the human-robot

red teaming paradigm enables robots to safely plan in several problem domains and

enables robots of different embodiments to perform tasks in different environments

with different definitions of safety. Our evaluation of our approach and the updated

modeled knowledge demonstrate the power of the human-robot red teaming approach for

informing robot safety-aware reasoning . Highlighting the red-teaming component of the
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CURED Framework, the human-robot red team contributes to developing understanding

on cooperative human-robot teams operating in safety-critical problem domains. Taken

together, our work on human-robot red teaming for safety-aware reasoning progresses

research on one of the main challenges addressed by this dissertation, specifically

promoting trust on human-robot teams in safety-critical problem domains.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

This dissertation explores the importance of explainable tool-use behaviors for

human-robot teams acting in safety-critical problem domains. We motivate the need

for safety-aware reasoning and investigate how explanations, dialogue, and red teaming

lead to improved understanding, allowing robots operating on teams to perform tasks

safely and capably.

We introduce a causal control basis for reasoning about cause-effect relationships in

multi-objective actions for tool-use and assembly tasks. This work investigates how

the causal control basis enables robots to autonomously compose controllers, relying

on quantitative exploration rather than qualitative insights from expert programmers.

We evaluate our causal control basis in two furniture assembly tasks, each requiring

a different multi-objective part connection action, and find that the robot effectively

characterizes the causality of its actions in achieving the task.

We propose a grasp reflex model for reliable and explainable tool grasping. We

train the grasp reflex model to grasp one tool, then test its generalization to other

novel tools that vary from the training tool. While we hypothesize that modeling

a distribution of relevant tool features (such as surface area and weight) may

improve our generalization, we find that the robot’s learned grasping knowledge not

only adapts to novel tools but also results in inherently explainable tool grasping
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behaviors.

Finally, we introduce the human-robot red teaming paradigm for safety-aware rea-

soning . We emphasize the importance of humans and robots collaborating on teams

in safety-critical domains. We demonstrate that the proposed HRRT levels iteratively

improve the team’s modeled knowledge and the human-robot red team can saturate its

knowledge in a problem domain. We conduct experiments to show that the robot

can use the human-robot red teamed models to successfully and safely plan tasks in

safety-critical problem domains, and that this modeled knowledge can be used to

train robots to assess and mitigate risks in different domains. Taken together, our

evaluation of human-robot red teaming shows promise for making robots capable and

trusted agents on human-robot teams in safety-critical problem domains.

6.2 Limitations

At a high level, our methods rely on human input for the robots to learn their

explainable behaviors and safety-aware reasoning capabilities. We argue throughout the

dissertation that this cooperation is a feature of our work, especially in safety-critical

problem domains where trust, understanding, and dialogue are imperative. However,

we expect that as AI and robotics capabilities continue to improve, our methods

could be scaled to further reduce reliance on human operators. Each component

of our work could benefit from lifelong learning and autonomous exploration or

“play” by the robot. In the long-term, we expect our exploration of reliable and

explainable operations to continue to evolve to where computational agents and

robots can participate even more actively on human-robot teams.
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6.3 Future Work

6.3.1 Composable Causality

Further evaluation into composable causality would involve testing the learned part

connection behaviors in real-world assembly tasks. In translating these experiments to

a physical robot, we may explore how the dexterous manipulations and whole-body

control necessary to carry out assembly tasks may benefit from our causal control

basis approach. Scaling up the investigation to more complex control problems would

further characterize the practical limits to how many controllers could be composed

at any one time.

6.3.2 Grasp Modeling

Future work in grasp reflex modeling would include learning over a larger space

of grasp adjustment actions to make the robot more capable of securing grasps

regardless of its initial attempt. We also expect that modeling a distribution of

relevant tool features would better capture the variations the robot is expected to

handle. We suggest that the human-supplied information helps make our methods

explainable to human operators, improving understanding and trust on a human-

robot team. However, having the robot learn this information through autonomous

exploration may improve how the learned grasping knowledge adapts to novel tools.

6.3.3 Human-Robot Red Teaming

Future work in human-robot red teaming could explore the value the human agents

bring to the teams. For example, recruiting human operators to offer more hands-

on guidance would further the evaluation presented in Chapter 5. Scaling our

simple English-like interface for dialogue up to more comprehensive natural language

capabilities could further improve the value of the HRRT exercise. While we
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performed many symbolic planning trials, additional trials involving robots executing

tasks would demonstrate how well the human-robot red teamed knowledge translates

to real-world problems and risk mitigation strategies.

6.4 Dissertation Goals

In this dissertation, we explored the challenges of explainable safety reasoning

in tool-use tasks. Our causal control basis reduces reliance on expert programming

to enable planning over and executing complex object manipulation actions. The

grasp reflex modeling approach demonstrates the power of a simple, explainable model

with the capacity to adapt its learned knowledge to novel tools. The human-robot

red teaming paradigm emphasizes the importance of challenging knowledge through

red teaming and providing explanations through dialogue to promote understanding

on human-robot teams in safety-critical problem domains. We considered robots

with varying embodiments and the safety requirements of several different problem

domains to evaluate our methods. Taken together, our work supports that explainable

methods not only enable reliable tool-use manipulation capabilities, but also promote

understanding on cooperative human-robot teams in safety-critical problem domains.
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Appendix A

Causal Control Basis Experiments

We present more detailed information about the furniture assembly trials and

results described in Section 3.4.4. See Table A.1 for information about the swivel

chair assembly trials and Table A.2 for information about the table assembly trials.

Each table includes the number of pick-up action attempts, the number of multi-

objective connection action attempts (insert for the swivel chair task and screw

for the table task), and the assembly task execution time. We highlight the actions

in each trial that needed to be retried more than once. Since each action could

be retried, each trial resulted in successful assembly of the furniture. These tables

supplement the summary results presented in Table 3.3 and Table 3.4.
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Trial Pick-Up Pick-Up Insert Insert Task Task
# Successes Attempts Successes Attempts Time (s) Time (m)

1 2 3 2 2 225.962 3.766
2 2 3 2 4 296.266 4.938
3 2 4 2 2 279.344 4.656
4 2 3 2 2 208.138 3.469
5 2 5 2 2 269.709 4.495
6 2 3 2 4 289.386 4.823
7 2 3 2 4 356.505 5.942
8 2 3 2 3 223.109 3.718
9 2 3 2 2 247.143 4.119
10 2 3 2 3 266.852 4.448

Total 20 33 20 28 - -
Rate 0.606 0.714 - -
Avg. - - - - 266.241 4.437

Table A.1: Information about each of the 10 swivel chair assembly trials summarized
in Table 3.3. The final rows show the total attempts and successes for each action,
the success rates for each action, and the average execution time in seconds and
minutes.

Trial Pick-Up Pick-Up Screw Screw Task Task
# Successes Attempts Successes Attempts Time (s) Time (m)

1 4 5 4 4 480.884 8.015
2 4 4 4 5 467.979 7.800
3 4 5 4 5 537.934 8.966
4 4 6 4 4 508.349 8.472
5 4 4 4 4 450.781 7.513
6 4 4 4 4 506.507 8.442
7 4 4 4 4 470.662 7.844
8 4 4 4 4 461.206 7.687
9 4 4 4 4 468.391 7.807
10 4 4 4 4 456.074 7.601

Total 40 44 40 42 - -
Rate 0.909 0.952 - -
Avg. - - - - 480.877 8.015

Table A.2: Information about each of the 10 table assembly trials summarized in
Table 3.4. The final rows show the total attempts and successes for each action,
the success rates for each action, and the average execution time in seconds and
minutes.
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Appendix B

Grasp Reflex Model Experiments

We present more detailed information about the one-shot tactile servoing experi-

ments and results described in Section 4.4.3. Each tool—the training drill, screwdriver,

paint scraper, level, gyroscopic drill, selfie stick, and compressed air can, depicted

in Figure 4.4—was tested in 6 trials. For each trial, we noted whether the grasp

was an in-hand grasp and/or a manipulation grasp. In-hand grasps indicate that

the robot did not drop the object and manipulation grasps indicate the robot could

have used the tool in a subsequent manipulation task (the human operator could

not pull the tool out of the robot’s hand without backdriving the fingers). See

Table B.1 for information about in-hand grasps and Table B.2 for information about

the manipulation grasps. Each table includes whether the trial resulted in a secure

grasp (the failed trials are highlighted) and the success rate for the grasps across

all trials. These tables supplement the summary results presented in Table 4.1.
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In-Hand Grasps Achieved for Tool
Trial

Drill Screwdriver
Paint

Level
Gyro Selfie Compressed

# Scraper Drill Stick Air Can

1 1 1 1 1 1 1 1
2 1 1 1 0 1 1 1
3 1 1 1 1 1 1 1
4 1 1 1 1 1 1 1
5 1 1 1 1 1 1 1
6 1 1 1 1 1 1 1

Success
1.00 1.00 1.00 0.83 1.00 1.00 1.00

Rate

Table B.1: In-hand grasp results for each of the one-shot tactile servoing tasks
described in Table 4.1. For each trial, we noted whether the robot achieved an
in-hand grasp (1 indicates an in-hand grasp, 0 indicates the robot dropped the
object). The final row shows the success rate for the in-hand grasps. Across all 42
trials, the robot achieved an in-hand grasp success rate of 0.98. Considering only
the practical tools—all tools excluding the selfie stick and compressed air can—the
robot achieved an in-hand grasp success rate of 0.97.

Manipulation Grasps Achieved for Tool
Trial

Drill Screwdriver
Paint

Level
Gyro Selfie Compressed

# Scraper Drill Stick Air Can

1 1 1 0 0 0 1 0
2 1 1 0 0 1 1 0
3 1 1 1 1 0 0 0
4 1 1 1 1 0 0 0
5 1 0 1 1 1 0 0
6 1 1 1 1 1 0 1

Success
1.00 0.83 0.67 0.67 0.50 0.33 0.17

Rate

Table B.2: Manipulation grasp results for each of the one-shot tactile servoing tasks
described in Table 4.1. For each trial, we noted whether the robot achieved an
manipulation grasp (1 indicates a manipulation grasp, 0 indicates the tool could
be pulled out of the robot’s hand without backdriving the fingers). The final row
shows the success rate for the manipulation grasps. Across all 42 trials, the robot
achieved a manipulation grasp success rate of 0.60. Considering only the practical
tools—all tools excluding the selfie stick and compressed air can—the robot achieved
a manipulation grasp success rate of 0.73.
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Appendix C

Human-Robot Red Teaming Levels

In the following sections, we present the output from the blue computational

agent (ChatGPT) prompted by our human-robot red teaming methods through one

full HRRT iteration.

1. Space: Lunar Habitat (Section C.1)

2. Space: Mars Science Team (Section C.2)

3. Household: Assembly and Repairs (Section C.3)

4. Household: Cleaning (Section C.4)

5. Everyday: International Travel (Section C.5)

6. Everyday: Vehicle Maintenance (Section C.6)

7. Cinematic: Nuclear Warfare (Section C.7)

8. Cinematic: AI Captain (Section C.8)
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C.1 Space: Lunar Habitat

Output from the blue computational agent (ChatGPT) prompted by our human-

robot red teaming methods for the Space Lunar Habitat problem domain. We present

an example for HRRT Level 2 (Section C.1.1), HRRT Level 3 (Section C.1.2), and

HRRT Level 4 (Section C.1.3). To differentiate the output from the human-robot red

teaming exercise, section headings between HRRT levels are highlighted in gray.

C.1.1 HRRT Level 2 for Lunar Habitat Domain

C.1.1.1 Invalid State Combinations

These are logically contradictory states that should not be possible at the same

time.

C.1.1.2 Contradictory Robot and Astronaut Locations

• Invalid:

– robot inside habitat and robot inside airlock

– robot inside airlock and robot outside habitat

– robot inside habitat and robot outside habitat

– astronaut inside habitat and astronaut inside airlock

– astronaut inside airlock and astronaut on surface

Solution: Ensure these states are mutually exclusive.

C.1.1.3 Contradictory Door States

• Invalid:

– door habitat airlock locked closed and

door habitat airlock unlocked opened
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– door airlock surface locked closed and

door airlock surface unlocked opened

Solution: Make these mutex states so only one can be true at a time.

C.1.1.4 Contradictory Airlock Pressurization

• Invalid:

– airlock pressurized and airlock depressurized

Solution: These should be mutually exclusive states.

C.1.1.5 Lunar Sample Handling Conflicts

• Invalid:

– lunar sample on surface and lunar sample with robot

– lunar sample with robot and lunar sample in habitat

Solution: Ensure one sample location at a time.

C.1.1.6 Contradictory Power and System States

• Invalid:

– robot power low and robot power normal

– robot power charging and robot power normal

– robot system nominal and robot system fault

Solution: Ensure these states transition in sequence.
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C.1.1.7 Environmental Hazard Conflicts

• Invalid:

– environmental hazard detected and no environmental hazard

– astronaut health alert and no astronaut health alert

Solution: Ensure each category follows an exclusive state model.

C.1.1.8 Next Steps

Would you like me to refine the model to fix these issues? This would include

mutex constraints for conflicting states.

C.1.2 HRRT Level 3 for Lunar Habitat Domain

C.1.2.1 Action Feasibility Issues

These are potential precondition failures or logical inconsistencies within

actions.

C.1.2.2 Unlocking a Door Without a Functional Key

• Issue: The model assumes key with robot is required, but there is no recovery

mechanism if the key is lost or left in the wrong place.

Solution: Add an action astronaut find key or backup key available.

C.1.2.3 Recharging Battery Without a Defined Power Source

• Issue: The model assumes recharge battery is possible when the robot is in

the habitat or airlock, but it does not specify a power station.

Solution: Introduce a state charging station available as a precondition.
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C.1.2.4 Emergency Communication Resolution Without Astronaut Verification

• Issue: resolve emergency communication removes

emergency communication active without verifying astronaut acknowledgment.

Solution: Add a requirement for astronaut confirmation before resolving.

C.1.2.5 Detecting Habitat Failure Without a Defined Failure Type

• Issue: detect habitat failure can add multiple fault states, but the robot

may not differentiate them properly.

Solution: Create separate failure detection actions for air filter fault,

solar panel fault, and temperature control fault.

C.1.2.6 Monitoring Astronaut Health Without a Response Mechanism

• Issue: monitor astronaut health can detect an astronaut health alert, but

there is no defined response action.

Solution: Add an escalation procedure, such as alert medical assistance.

C.1.2.7 Assumption Inconsistencies

Some assumptions in the model may lead to failures or inefficiencies.

C.1.2.8 Assumption: The Key is Always Accessible

• Risk: If the key is left in an inaccessible location, the robot cannot open

doors. Solution: Introduce a backup key system or astronaut key retrieval

action.
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C.1.2.9 Assumption: Doors Always Function When Unlocked

• Risk: The model assumes an unlocked door is always operational, but

states like door habitat airlock faulty contradict this. Solution: Add repair

requirements before allowing passage.

C.1.2.10 Assumption: Astronauts Always Approve Sample Placement Immediately

• Risk: The model assumes astronauts will approve sample placement right

away, but they may be busy or unavailable. Solution: Introduce a delay

mechanism or a timeout condition.

C.1.2.11 Assumption: Environmental Hazards Do Not Affect Robot Mobility

• Risk: The model allows movement even if environmental hazard detected is

active. Solution: Add a check before moving or introduce alternate routes.

C.1.2.12 Next Steps

Would you like me to refine the model to fix these issues? This would include:

1. New actions for key retrieval, medical response, and failure tracking.

2. Precondition refinements for power, sample placement, and door operations.

Let me know how you’d like to proceed!

C.1.3 HRRT Level 4 for Lunar Habitat Domain

C.1.3.1 HRRT Level 4 Reflections – Blue Team Responses
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C.1.3.2 Are there additional tasks the robot should be taking on?

• Waste management: The robot could assist in collecting and disposing of

waste materials to maintain a clean habitat.

• Inventory management: Tracking the availability of tools, samples, and sup-

plies within the habitat.

• Autonomous path optimization: The robot could analyze terrain and calculate

the most efficient path for sample retrieval.

• Structural integrity inspections: Detecting small cracks, radiation shielding

wear, or module degradation in the habitat.

• Communication relay enhancement: The robot could boost signals during

astronaut extravehicular activities (EVAs) to improve long-range communication.

C.1.3.3 What important information may still be missing from the model?

• Time constraints for airlock cycles: The model does not account for time

delays required to safely pressurize or depressurize the airlock.

• Degradation effects on sensors and mobility: Lunar dust accumulation or

wear-and-tear could impair robot functionality.

• Impact of extreme lunar temperatures: The model does not consider power

efficiency fluctuations due to temperature changes.

• Potential astronaut communication failures: If the astronaut becomes inca-

pacitated, how does the robot proceed?

• Battery consumption for different tasks: Some actions may use significantly

more energy than others, requiring prioritization.
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C.1.3.4 What should an agent know when completing tasks in this domain?

• Airlock safety protocols to avoid accidental depressurization.

• Safe maneuvering techniques on uneven terrain to prevent getting stuck.

• Priority handling of emergency scenarios to ensure astronaut safety.

• Sample contamination prevention protocols to maintain scientific integrity.

• Proper use of limited power resources to avoid unnecessary recharging cycles.

C.1.3.5 What catastrophic failures could occur in this domain?

• Robot power failure while performing an essential task, such as airlock

operation or sample retrieval.

• Accidental depressurization of the habitat or airlock, leading to astronaut

injury.

• Robot blocks an astronaut’s exit route, creating an emergency evacuation

hazard.

• Failure to detect a major environmental hazard, such as a meteor impact

near the habitat.

• Delayed medical response to astronaut distress, leading to a preventable

emergency.

C.1.3.6 Are there external, independently verified resources for identifying failure

cases in this domain?

• NASA Artemis EVA and lunar habitat operations guides.

• Apollo mission reports on lunar dust interference.

• Mars and lunar analog mission findings (HI-SEAS, Desert RATS).
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• ISS maintenance procedures for life support and emergency response.

• JPL research on robotic autonomy and fault tolerance in extreme environ-

ments.

C.1.3.7 What are undesirable outcomes (not necessarily catastrophic failures) for

this domain?

• Unnecessary robot interventions that disrupt astronaut work rather than

assisting.

• Excessive battery consumption due to inefficient movement or task execution.

• Delayed airlock operation leading to reduced efficiency in astronaut EVAs.

• Robot misidentifies a minor issue as an emergency, causing false alarms.

• Communication failures lead to a loss of remote control over the robot.

C.1.3.8 How much can an agent trust other agents in this domain?

• Astronaut commands should be trusted but verified for feasibility.

• Robotic sensors may degrade over time, requiring recalibration checks.

• Doors and airlocks should not always be assumed operational without

verification.

• Environmental readings should be cross-checked to prevent false hazard

alerts.

• Multiple robots should have defined coordination rules to avoid conflicts.
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C.1.3.9 What are unlikely or remote possibilities that may occur in this domain?

• A solar flare disrupts robot electronics, requiring system recovery.

• The robot is struck by a small micrometeorite, impairing mobility.

• An astronaut drops a critical tool outside the habitat, requiring retrieval.

• A false environmental hazard reading causes an unnecessary mission delay.

• An unexpected lunar event, such as a dust storm, impacts visibility and

mobility.

Would you like any refinements to the model based on these insights?
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C.2 Space: Mars Science Team

Output from the blue computational agent (ChatGPT) prompted by our human-

robot red teaming methods for the Space Mars Science Team problem domain. We

present an example for HRRT Level 2 (Section C.2.1), HRRT Level 3 (Section C.2.2),

and HRRT Level 4 (Section C.2.3). To differentiate the output from the human-robot

red teaming exercise, section headings between HRRT levels are highlighted in gray.

C.2.1 HRRT Level 2 for Mars Science Team Domain

C.2.1.1 Invalid State Combinations

Some state combinations should be mutually exclusive to prevent logical contra-

dictions:

C.2.1.2 Contradictory Robot Status:

• robot available vs. (robot moving, robot stuck, mission interrupted,

robot damaged)

– A robot cannot be available if it is moving, stuck, in an interrupted

mission state, or damaged.

• robot moving vs. robot stuck

– A robot cannot be moving and stuck at the same time.

• power low vs. robot needs recharge

– If power is low, the robot should transition to needing a recharge.

• mission interrupted vs. (robot moving, robot available)

– If the mission is interrupted, the robot should not be available for standard

tasks.
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C.2.1.3 Communication Conflicts:

• communication blackout vs. (communication delayed,

redundant communication active)

– If redundant communication is active, then a complete blackout should not

exist.

– Communication cannot be delayed and blacked out simultaneously.

C.2.1.4 Data Handling Issues:

• findings ready vs. data backup created

– If findings are stored in backup, it should ensure findings are not lost.

• ground control ack received vs. communication blackout

– If ground control acknowledgment is received, then there should not be a

communication blackout.

C.2.1.5 Recommendations for Model Improvement

Introduce Mutex Groups for Exclusive States:

• (robot available, robot moving, robot stuck, robot damaged,

mission interrupted) should be mutually exclusive.

• (communication blackout, communication delayed,

redundant communication active) should not be active simultaneously.
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C.2.2 HRRT Level 3 for Mars Science Team Domain

C.2.2.1 Action Feasibility

Some actions have feasibility issues due to missing preconditions or logical gaps:

C.2.2.2 Missing Preconditions for Sequential Actions:

• create data backup should require long term data stored

– If findings are stored for long-term, a backup should be automatically

created.

• attempt autonomous repair should check robot available

– If the robot is too damaged, autonomous repair might not be possible.

• activate redundant communication should require communication blackout

– The redundant system should only be activated when a blackout occurs.

C.2.2.3 Actions That Need Additional Constraints:

• navigate to sample should be blocked if weather hazard detected

– Harsh environmental conditions should prevent sample navigation.

• transmit findings should only occur if ground control ack received

– Findings should only be transmitted if ground control can acknowledge the

data.

• store long term data should not happen if data backup created is missing

– Data should be backed up before it is stored for the long term.
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C.2.2.4 Assumption Inconsistencies

Some assumptions in the model need better clarification or refinement.

C.2.2.5 Assumption of Continuous Power Availability:

• No explicit transition from power low to robot needs recharge

– There should be an automatic transition when power becomes low.

C.2.2.6 Environmental Assumptions:

• No constraints on operations during weather hazard detected

– Tasks like movement and infrastructure inspection should not be performed

during a hazard.

C.2.2.7 Multi-Robot Coordination:

• sync with team assumes other robots are available

– If all robots are in mission interrupted, this action should be blocked.

• request help from team assumes multi robot sync is active

– Help should only be requested if robots are available and synchronized.

C.2.2.8 Recommendations for Model Improvement

1. Update Action Preconditions to Prevent Invalid Executions:

• Require robot available for critical tasks (pick up sample,

analyze sample).

192



• Prevent actions like attempt autonomous repair if

critical system failure is active.

• Ensure navigate to sample is blocked if weather hazard detected.

2. Modify State Transitions for Logical Continuity:

• communication blackout should deactivate if

redundant communication active is enabled.

• power low should transition into robot needs recharge if prolonged.

• weather hazard detected should influence other states

(e.g., mission interrupted).

3. Implement Priority-Based Execution:

• Emergency responses (e.g., respond to emergency, safe mode activation)

should override ongoing tasks.

• Actions should have a dependency tree (e.g., report findings should not

occur before sample analyzed).

Would you like me to update the model accordingly?

C.2.3 HRRT Level 4 for Mars Science Team Domain

C.2.3.1 HRRT Level 4 Reflections - Blue Team Responses

C.2.3.2 Are there additional tasks the robot should be taking on?

1. Automated System Health Checks – Routine diagnostics to detect potential

failures before they occur.

2. Adaptive Navigation Planning – Dynamic route adjustments based on real-

time environmental hazards.
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3. Microbial Contamination Detection – Verifying that collected samples are

not contaminated.

4. Solar Panel Cleaning – If dust accumulation is detected, the robot should

attempt to clean its solar panels.

5. Backup Power Conservation – Enabling power-saving mode when low energy

levels are detected.

C.2.3.3 What important information may still be missing from the model?

1. Battery Consumption per Action – Defining energy costs per operation to

optimize power usage.

2. Task Prioritization Mechanisms – Defining which actions take precedence in

case of conflicting tasks.

3. System Redundancies – Ensuring backup protocols exist for critical compo-

nents.

4. Environmental Adaptability – Addressing how extreme weather conditions

affect robot operations.

5. Long-Term Wear and Tear – Modeling the degradation of mechanical parts

over time.

C.2.3.4 What should an agent know when completing tasks in this domain?

1. Martian Weather Patterns – Awareness of dust storms, temperature variations,

and surface conditions.

2. Time-Delayed Communication Handling – How to make autonomous decisions

in the absence of immediate feedback.
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3. Energy and Resource Management – Efficient utilization of power and com-

putational resources.

4. Sensor Calibration Requirements – Ensuring equipment is functioning accu-

rately.

5. Inter-robot Coordination – Synchronizing with other robots to avoid conflicts

in task execution.

C.2.3.5 What catastrophic failures could occur in this domain?

1. Total Power Failure – The robot becomes permanently inoperable due to

battery depletion.

2. Communication Blackout with No Recovery – The robot loses all ability to

receive or send data.

3. Critical Mobility Failure – The robot becomes irreversibly stuck in terrain.

4. Major Data Loss – Scientific findings are lost before they can be transmitted

or backed up.

5. Structural Damage Due to Environmental Factors – Radiation exposure or

extreme cold causes permanent failure.

C.2.3.6 Are there external, independently verified resources for identifying failure

cases in this domain?

1. NASA Rover Incident Reports – Documented failures from Spirit, Opportunity,

Curiosity, and Perseverance missions.

2. ESA Mars Mission Data – Insights from ExoMars and other planetary research

initiatives.
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3. IEEE and ISO Space Robotics Standards – Engineering best practices for

autonomous systems in space.

4. Mars Environmental Studies – Research on dust storms, radiation exposure,

and terrain risks.

5. Historical Failures of Planetary Landers – Case studies from Beagle 2,

Schiaparelli, and other failed missions.

C.2.3.7 What are undesirable outcomes (not necessarily catastrophic failures) for

this domain?

1. Data Transmission Errors – Delays or corruption in findings could impact

mission objectives.

2. Unnecessary Energy Waste – The robot performs low-priority tasks while

critical functions are neglected.

3. Misallocation of Resources – Sample collection or analysis is conducted ineffi-

ciently.

4. Redundant Task Execution – Poor coordination leads to unnecessary repetition

of actions.

5. Environmental Contamination – The robot unintentionally disturbs or con-

taminates collected samples.

C.2.3.8 How much can an agent trust other agents in this domain?

1. Limited Trust with Verification – Data from other robots should be validated

before use.

2. Latency in Status Updates – Other agents’ state information may not be

up-to-date due to communication delays.
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3. Sensor Variability Risks – Differences in equipment calibration may lead to

inconsistent data.

4. Autonomous Decision-making Errors – Trust should be adaptive based on

each robot’s past performance.

5. Potential Software or Hardware Failures – Other agents might not be fully

functional at all times.

C.2.3.9 What are unlikely or remote possibilities that may occur in this domain?

1. Discovery of Unexpected Geological Activity – Detection of previously un-

known Mars phenomena.

2. Unanticipated Weather Anomalies – Unusual dust storms or atmospheric

conditions.

3. Longer-than-Expected Mission Lifespan – The robot continues functioning

beyond its expected duration.

4. Sudden Structural Instability in Terrain – Ground collapses in a way not

previously observed.

5. Software Anomalies from Cosmic Radiation – Unexpected glitches due to

exposure to space radiation.

These responses ensure a robust evaluation of the model. Let me know if you’d

like to make further updates!

197



C.3 Household: Assembly and Repairs

Output from the blue computational agent (ChatGPT) prompted by our human-

robot red teaming methods for the Household Assembly/Repairs problem domain. We

present an example for HRRT Level 2 (Section C.3.1), HRRT Level 3 (Section C.3.2),

and HRRT Level 4 (Section C.3.3). To differentiate the output from the human-robot

red teaming exercise, section headings between HRRT levels are highlighted in gray.

C.3.1 HRRT Level 2 for Assembly and Repairs Domain

C.3.1.1 Invalid State Combinations (Mutually Exclusive or Contradictory States)

These are state pairs or groups that should not exist simultaneously.

C.3.1.2 Contradictory Repair States

• repair in progress should not coexist with repair completed or

repair failed.

• repair detected should not persist once repair completed or repair failed

is set.

• repair verified should not exist if repair failed is active.

C.3.1.3 Contradictory Assembly States

• furniture unassembled should not coexist with

furniture partially assembled or furniture assembled.

• furniture partially assembled should not coexist with

furniture assembled.

C.3.1.4 Tool Handling Conflicts

• tools stowed should not coexist with tools acquired or tools checked.
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• tools checked should not exist if tools incorrectly used is active.

C.3.1.5 Hazard Conflicts

• hazard detected, fire hazard detected, and electrical hazard detected

should be mutually exclusive unless the system is designed to handle multiple

simultaneous hazards.

• human notified of hazard should always follow hazard detected, meaning a

check should be in place to avoid a scenario where a hazard is detected but

not reported.

C.3.1.6 Emergency Repair Conflicts

• emergency repair needed should not coexist with

emergency repair completed.

• emergency repair in progress should not exist once emergency repair failed

or emergency repair completed is set.

C.3.1.7 Self-Maintenance Conflicts

• self maintenance needed should not persist if self maintenance completed

is set.

C.3.1.8 Environmental Constraints

• environmental constraint detected should invalidate certain actions like

perform repair, assemble furniture, and complete assembly.

• The model does not currently specify an environmental constraint resolution

action, which might cause tasks to stall indefinitely.
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C.3.1.9 Recommended Fixes

C.3.1.10 Introduce Mutex Groups for Contradictory States

mutex_groups:

- [furniture_unassembled, furniture_partially_assembled,

furniture_assembled]

- [repair_detected, repair_in_progress, repair_completed, repair_failed]

- [tools_acquired, tools_stowed, tools_checked]

- [hazard_detected, fire_hazard_detected, electrical_hazard_detected]

- [emergency_repair_needed, emergency_repair_in_progress,

emergency_repair_completed, emergency_repair_failed]

- [self_maintenance_needed, self_maintenance_completed]

C.3.2 HRRT Level 3 for Assembly and Repairs Domain

C.3.2.1 Action Feasibility Issues

Certain actions may not be feasible under all conditions due to missing or

illogical preconditions.

C.3.2.2 Stowing Tools Before Repair Completion

• Current: stow tools precondition requires tools checked,

not repair in progress.

• Issue: If a repair fails (repair failed), should tools still be stowed before

human intervention?

• Solution: Modify preconditions to ensure repair verified or repair failed

before stowing tools.
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C.3.2.3 Repair Process Assumes Tools Are Always Usable

• Current: perform repair requires tools checked but does not account for

tools incorrectly used.

• Issue: The robot might be using incorrect tools without detection.

• Solution: Add not tools incorrectly used as a precondition for

perform repair.

C.3.2.4 Handling Failed Repairs

• Current: handle failed repair transitions from repair in progress to

repair failed.

• Issue: What happens after failure? Does the system retry, request human

intervention, or attempt a different approach?

• Solution: Create a follow-up action such as retry repair or

request human assistance.

C.3.2.5 Missing Constraint Resolution Actions

• The model does not include actions to resolve

environmental constraint detected.

• Solution: Introduce an action resolve environmental constraint that allows

normal tasks to resume.

C.3.2.6 Emergency Response Timing Issues

• Current: notify authorities and trigger emergency alarm both rely on

fire hazard detected or electrical hazard detected.

• Issue: What if one hazard is resolved before external authorities respond?

• Solution: Introduce cancel emergency response to retract unnecessary alarms.
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C.3.2.7 Assumption Inconsistencies

Certain implicit assumptions may cause logical inconsistencies or missing failure-

handling mechanisms.

C.3.2.8 1. No Defined Process for Handling Tool Failures

• Assumption: Tools remain functional once checked.

• Missing: The model lacks a mechanism to detect or replace faulty tools.

• Solution: Introduce tools replaced and a corresponding replace tools

action.

C.3.2.9 2. No Defined Resolution for environmental constraint detected

• Assumption: Constraints will resolve on their own.

• Issue: Tasks may remain stalled indefinitely.

• Solution: Add resolve environmental constraint.

C.3.2.10 3. No Defined Escalation for Failed Repairs

• Assumption: Repairs either succeed or fail without secondary attempts.

• Issue: How does the robot handle multiple failures? Does it log attempts,

switch tools, or notify humans?

• Solution: Introduce retry repair or escalate failed repair.

C.3.2.11 4. Human Override vs. Supervision Ambiguity

• Assumption: human override requested and human supervision requested are

distinct.
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• Issue: When should each be used? If supervision is provided, does override

still apply?

• Solution: Clearly define when the robot should request override vs. supervision.

C.3.2.12 Recommended Fixes

C.3.2.13 Modify “Perform Repair” Preconditions

- name: perform_repair

precond: [repair_detected, tools_checked, safety_check_passed,

not environmental_constraint_detected, not tools_incorrectly_used]

postcond_add: [repair_in_progress]

postcond_sub: [repair_detected]

C.3.2.14 Add “Resolve Environmental Constraint” Action

- name: resolve_environmental_constraint

precond: [environmental_constraint_detected]

postcond_add: []

postcond_sub: [environmental_constraint_detected]

C.3.2.15 Modify “Handle Failed Repair” to Trigger Follow-Ups

- name: handle_failed_repair

precond: [repair_in_progress]

postcond_add: [repair_failed, failure_log_updated,

human_intervention_required]

postcond_sub: [repair_in_progress]
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C.3.2.16 Introduce “Cancel Emergency Response”

- name: cancel_emergency_response

precond: [human_feedback_received, fire_hazard_detected or

electrical_hazard_detected]

postcond_add: []

postcond_sub: [fire_hazard_detected, electrical_hazard_detected]

Would you like me to integrate these changes into your model?

C.3.3 HRRT Level 4 for Assembly and Repairs Domain

C.3.3.1 HRRT LEVEL 4 REFLECTIONS – BLUE TEAM RESPONSES

C.3.3.2 Are there additional tasks the robot should be taking on?

• Adaptive Learning for Repairs: The robot should analyze past repair failures

and refine techniques based on feedback.

• Routine Home Inspections: A scheduled check for wear and tear in household

components (e.g., hinges, pipes, and electrical outlets).

• Power Efficiency Management: Optimizing battery usage by scheduling high-

energy tasks when charging is available.

• Weather Impact Considerations: If the robot operates outdoors or in a

garage, it should adapt to temperature or humidity changes.

• Multi-Robot Coordination: If multiple maintenance robots exist, they should

communicate to prevent redundant tasks.

204



C.3.3.3 What important information may still be missing from the model?

• Material-Specific Repair Methods: Does the robot adjust its approach based

on material types (wood, plastic, metal)?

• User Preferences for Task Execution: Does the model support preferred repair

methods (e.g., screws vs. adhesives)?

• Maintenance Scheduling Mechanism: How does the robot prioritize preventa-

tive maintenance against detected failures?

• Failure Escalation Policy: Should it attempt a repair multiple times before

requesting human intervention?

• Handling Partial Failures: How does the robot handle repairs that are only

partially completed due to external constraints?

C.3.3.4 What should an agent know when completing tasks in this domain?

• Optimal Repair Strategies: Understanding when a quick fix is sufficient vs.

when a full replacement is needed.

• Human Safety Considerations: Avoiding operation near humans unless super-

vision is explicitly requested.

• Tool Limitations: Recognizing when tools are worn out or unsuitable for a

particular task.

• Emergency Protocols: Clear steps for responding to fire or electrical failures,

including de-escalation if needed.

• Task Recovery Strategies: How to resume an interrupted repair without

restarting from the beginning.
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C.3.3.5 What catastrophic failures could occur in this domain?

• Undetected Fire or Electrical Hazard Escalation: If the robot fails to identify

or mitigate a hazard, severe damage could occur.

• Critical System Failure During Repair: A failure in the robot’s mobility,

sensors, or tools during a task may leave repairs incomplete.

• Power Loss Mid-Repair: If the robot shuts down while using a power tool,

it could leave hazardous conditions unresolved.

• Incorrect Repair Causing Structural Damage: If a poorly executed repair

weakens a structure, it could collapse over time.

• Robot Malfunction Causing Damage: If a robot misuses a tool (e.g., over-

tightens a screw), it could unintentionally break components.

C.3.3.6 Are there external, independently verified resources for identifying failure

cases in this domain?

• IEEE Robotics & Automation Society Reports – Safety protocols for au-

tonomous systems.

• OSHA Home Maintenance Guidelines – Safe practices for handling repairs.

• Consumer Product Safety Commission (CPSC) Data – Common product

failures in household maintenance.

• ISO 13482: Safety Standard for Personal Care Robots – Framework for

ensuring safety in human-robot collaboration.

• NFPA Fire Safety Codes – Best practices for handling electrical and fire

hazards in residential settings.
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C.3.3.7 What are undesirable outcomes (not necessarily catastrophic failures) for

this domain?

• Over-Repairing or Unnecessary Fixes: The robot might attempt to repair

something that does not require intervention.

• Interrupting Human Activities: Performing noisy repairs at inconvenient times.

• Incorrect Prioritization of Tasks: Choosing a low-priority task when urgent

repairs are needed.

• Inefficient Execution: Taking longer than necessary due to suboptimal tool

or method selection.

• Failure to Adapt to User Preferences: If users prefer a certain repair approach,

but the robot applies a generic fix.

C.3.3.8 How much can an agent trust other agents in this domain?

• Sensor Reliability: How often must sensors be recalibrated to maintain accu-

racy?

• Multi-Robot Coordination: If multiple robots operate, how do they prevent

conflicts over task assignment?

• Trust in External Data Sources: If the robot relies on smart home sensors

for repair requests, how does it verify the issue?

• Handling Contradictory Human Inputs: If two users give conflicting com-

mands, how should the robot resolve them?

207



C.3.3.9 What are unlikely or remote possibilities that may occur in this domain?

• Unexpected Home Modifications: Users may rearrange furniture, affecting the

robot’s stored repair locations.

• False Hazard Detection: The robot might mistakenly identify a harmless

condition as a serious hazard, triggering false alarms.

• Network Failures in Connected Devices: If reliant on smart home data, loss

of internet connection could impact task scheduling.

• Unrecognized New Materials: The robot may encounter a material it has

never repaired before and be unable to select the correct tools.

• Pet or Child Interference: A pet or child might disrupt a repair task, causing

the robot to pause or react unexpectedly.

Would you like any refinements based on these insights?
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C.4 Household: Cleaning

Output from the blue computational agent (ChatGPT) prompted by our human-

robot red teaming methods for the Household Cleaning problem domain. We present

an example for HRRT Level 2 (Section C.4.1), HRRT Level 3 (Section C.4.2), and

HRRT Level 4 (Section C.4.4). To differentiate the output from the human-robot red

teaming exercise, section headings between HRRT levels are highlighted in gray.

C.4.1 HRRT Level 2 for Cleaning Domain

C.4.1.1 Invalid State Combinations

Some states in the model should be mutually exclusive or logically impossible

to coexist:

C.4.1.2 Conflicting Cleanliness States

• A room cannot be in multiple cleanliness states at once:

– bedroom dirty vs. bedroom partially clean vs. bedroom clean

– bathroom dirty vs. bathroom partially clean vs. bathroom clean

– kitchen dirty vs. kitchen partially clean vs. kitchen clean

– main room dirty vs. main room partially clean vs. main room clean

– Fix: Use mutex groups to ensure that a room is only in one of these

states at a time.

C.4.1.3 Conflicting Floor States

• floors dirty, floors partially clean, and floors clean should be mutually

exclusive.

• wet floor should not exist alongside floors clean.
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• Fix: Ensure wet floor transitions to floors partially clean first before

floors clean.

C.4.1.4 Conflicting Robot States

• The robot cannot be:

– robot stuck and performing actions.

– robot emergency stop while continuing to clean.

– robot needs recharge and robot charging at the same time.

• Fix: Introduce mutex constraints to prevent impossible robot states.

C.4.1.5 Conflicting Hazard States

• chemical exposed should not persist once chemicals are stored.

• A spill detected should not exist alongside floors clean.

• Fix: Ensure hazard resolution steps are enforced before marking areas as clean.

C.4.1.6 Recommended Fixes

C.4.1.7 Introduce Mutex Groups

• Ensure mutually exclusive cleanliness states

(dirty → partially clean → clean).

• Ensure mutually exclusive robot states (stuck, charging, emergency stop).

C.4.2 HRRT Level 3 for Cleaning Domain

C.4.2.1 Action Feasibility Issues

Some actions have preconditions that may never be met or cause unintended

conflicts:
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C.4.2.2 Supervision Confirmation

• request supervision confirmation assumes an immediate human response.

• Issue: If humans are unavailable or slow to respond, cleaning might be

delayed indefinitely.

• Fix: Introduce a timeout mechanism where the robot either retries later or

modifies the cleaning strategy.

C.4.2.3 Spill and Hazard Handling

• detect potential spill source and detect spill are separate, but the model

does not specify a preventative link.

• Fix: If a spill source is detected, the robot should secure it immediately

instead of waiting for a spill.

• mop floors has a precondition that requires no child or pet presence.

– Issue: If children/pets are always present, mopping may never happen.

– Fix: Introduce delayed execution where mopping occurs when chil-

dren/pets leave.

C.4.2.4 Chemical Handling

• contain hazardous chemical adds robot carrying chemicals, but

safely store chemicals does not require it.

– Issue: The robot might try to store chemicals it isn’t carrying.

– Fix: Add robot carrying chemicals as a required precondition for

safely store chemicals.
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C.4.2.5 Recharging and Task Scheduling

• recharge battery transitions to robot charging, but no action marks it as

“fully charged” before resuming tasks.

• Fix: Add a robot fully charged state or ensure complete recharge allows

for resuming operations.

C.4.2.6 Assumption Inconsistencies

Certain assumptions in the model do not align with real-world behavior:

C.4.2.7 Human Supervision Assumptions

• The model assumes humans will always be available to confirm supervision

(child supervised, pet supervised).

– Issue: If humans are asleep or unavailable, cleaning may be delayed

indefinitely.

– Fix: Introduce an autonomous safety override that allows limited cleaning

without direct supervision.

C.4.2.8 Hazard Escalation

• The model detects hazards (fire, gas leak, chemical exposure) but does not

escalate them beyond alerts.

– Issue: The robot might detect a gas leak but fail to alert emergency

services or trigger a household alarm.

– Fix: Introduce escalation logic where urgent hazards trigger external

alerts.
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C.4.2.9 Energy and Task Priority

• Issue: The robot may begin a cleaning task but run out of battery mid-task.

• Fix: Introduce task prioritization logic where the robot checks battery levels

before starting a task.

C.4.2.10 Recommended Fixes

C.4.2.11 Improve Action Preconditions and Transitions

• Prevent mop floors from being blocked indefinitely due to child presence.

• Require robot carrying chemicals before storing chemicals.

• Add an autonomous override when human confirmation is not received in

time.

C.4.3 Add New Actions for Missing Transitions

• escalate hazard → If a fire or gas leak is detected for too long, escalate

beyond simple alerts.

• delay task → If supervision is unavailable, retry cleaning after a set time.

• check battery before task → Ensure cleaning does not start unless sufficient

charge is available.

Would you like me to apply these fixes to the model?

C.4.4 HRRT Level 4 for Cleaning Domain

I’ve updated the model to include responses to the HRRT Level 4 Reflection

questions. Let me know if you need any additional refinements or further insights!

=== HRRT LEVEL 4 REFLECTIONS ===

Are there additional tasks the robot should be taking on?
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• Monitoring humidity levels to prevent mold growth

• Tracking energy efficiency of appliances

• Assisting in minor home repairs such as replacing batteries in sensors

What important information may still be missing from the model?

• Understanding and prioritizing long-term maintenance needs

• Differentiation between short-term and chronic safety risks

• A database of common household configurations for better adaptability

What should an agent know when completing tasks in this domain?

• Thresholds for environmental hazards such as air quality and temperature

• Best practices for interacting with fragile objects or valuable items

• When and how to defer tasks based on human presence and activity levels

What catastrophic failures could occur in this domain?

• Failure to alert occupants of critical hazards in real-time

• Malfunction leading to an uncontrolled interaction with household items

• Over-reliance on incorrect sensor data causing misinterpretation of threats

Are there external, independently verified resources for identifying failure cases in

this domain?

• Industry best practices for household robotics safety

• Reports from consumer watchdog organizations on smart home risks

214



• Guidelines from emergency response teams on home hazard detection

What are undesirable outcomes (not necessarily catastrophic failures) for this

domain?

• Generating excessive false alarms leading to user frustration

• Consuming more energy than necessary due to inefficient planning

• Failing to recognize human preferences and customizing responses accordingly

How much can an agent trust other agents in this domain?

• The robot should validate sensor data against multiple sources before acting

• Integration with other smart devices should have redundancy checks

• The system must be robust to failures in connected home infrastructure

What are unlikely or remote possibilities that may occur in this domain?

• A cyberattack altering the robot’s decision-making processes

• Accidental activation of emergency responses due to misclassification

• Unexpected interactions between multiple autonomous systems in the household
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C.5 Everyday: International Travel

Output from the blue computational agent (ChatGPT) prompted by our human-

robot red teaming methods for the Everyday International Travel problem domain. We

present an example for HRRT Level 2 (Section C.5.1), HRRT Level 3 (Section C.5.2),

and HRRT Level 4 (Section C.5.3). To differentiate the output from the human-robot

red teaming exercise, section headings between HRRT levels are highlighted in gray.

C.5.1 HRRT Level 2 for International Travel Domain

C.5.1.1 Invalid State Combinations

There are some mutually exclusive or logically inconsistent states:

• human at house & human at airport at the same time → A person cannot be

at home and the airport simultaneously.

• human at airport & human at destination → A person cannot be in both

locations at once.

• flight on time & flight delayed & flight canceled → These states should

be mutually exclusive.

• baggage packed & baggage lost → A packed bag cannot be lost unless it was

checked in first.

• visa valid & visa checked at destination without customs cleared → If the

visa is checked at the destination but customs is not cleared, there is an

inconsistency.

• customs cleared without human at destination → Customs clearance must

occur after arrival.

• hotel booked & human experiencing travel issue → If the issue is a missing

hotel reservation, hotel booked should be invalid.
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C.5.1.2 Fix:

Introduce mutex constraints to prevent these inconsistencies.

C.5.2 HRRT Level 3 for International Travel Domain

C.5.2.1 Action Feasibility Issues

Some actions have missing or insufficient preconditions:

• check flight status should require plane tickets purchased &

human at airport → No point in checking flight status without an existing

ticket or being at the airport.

• check flight cancellation should require plane tickets purchased → Cannot

cancel a flight that wasn’t booked.

• verify visa at destination should require human at destination → Visa ver-

ification is only needed upon arrival.

• finalize itinerary should require medical insurance provided &

emergency contacts provided → Itinerary should not be finalized without crit-

ical safety precautions.

• book local transportation should require transportation arranged → Local

transport is usually planned after main transport is booked.

• **arrive at hotel should require customs cleared &

local transportation booked** → Need to clear customs and arrange trans-

port before reaching the hotel.

C.5.2.2 Fix:

Update preconditions for actions to ensure logical execution.
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C.5.2.3 Assumption Inconsistencies

Some hidden assumptions could cause errors:

• No handling of connecting flights or layovers → Model assumes a single

direct flight.

• Security clearance is assumed to always succeed → No contingency for

security rejections or extended screening.

• Weather impact on flight status is missing → No action adjusts flight plans

based on weather risks.

• Local internet connectivity and SIM card availability are ignored → The

traveler may struggle with navigation due to lack of connectivity.

• No validation for medical requirements before travel → Some countries

require vaccinations, but the model doesn’t check this.

• Customs and immigration delays are not considered → Assumes customs

processing is immediate.

• No state for hotel overbooking or accommodation issues → If a traveler

arrives at a hotel but cannot check in, the model lacks a response.

C.5.2.4 Fix:

• Add an action for handling extended security checks.

• Introduce a state for layovers.

• Include a check for medical travel requirements.

• Add a response to hotel booking issues.
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C.5.2.5 Proposed Fixes

Would you like me to:

1. Adjust preconditions for actions to reflect realistic dependencies?

2. Introduce new states and actions for missing scenarios?

Let me know, and I’ll apply these refinements to the model!

C.5.3 HRRT Level 4 for International Travel Domain

Here are responses to the HRRT Level 4 Reflection questions based on the

latest travel assistant model:

C.5.3.1 Are there additional tasks the robot should be taking on?

• Assist with lost or stolen travel documents by identifying replacement options.

• Provide real-time alerts for gate changes and boarding announcements.

• Offer local emergency number retrieval based on the travel destination.

• Suggest and book travel insurance if none is provided.

• Identify local SIM card and mobile connectivity options.

• Assist in finding safe ATMs or currency exchange services with minimal

fees.

• Optimize time management for layovers, including nearby rest areas or

activities.

C.5.3.2 What important information may still be missing from the model?

• Flight rebooking due to missed layovers → No action explicitly accounts for

missed layover connections.
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• Customs declaration requirements per country → Different destinations may

require declarations upon entry.

• Local laws affecting travelers (e.g., medications, drone usage, alcohol limits).

• Public transit options near the hotel for efficient travel.

• Hotel cancellation policies in case of late arrivals or changes.

• Backup payment method suggestions in case of lost or blocked credit cards.

• Potential language barriers and translation needs for the traveler.

C.5.3.3 What should an agent know when completing tasks in this domain?

• Time-critical dependencies (e.g., check-in deadlines, layover constraints, board-

ing times).

• Dynamic travel disruptions such as last-minute delays, re-routes, or cancella-

tions.

• Local customs and laws that could impact travel behavior.

• Human stress levels and decision-making under pressure.

• Emergency contingency measures like embassy locations or local medical

centers.

C.5.3.4 What catastrophic failures could occur in this domain?

• Traveler is stranded due to visa issues or flight cancellation without alterna-

tives.

• Medical emergency without access to local healthcare or insurance.

• Lost or stolen passport with no backup documentation.

• Natural disaster or political instability preventing departure.
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• Fraudulent currency exchange or ATM skimming leading to financial loss.

• Data security breaches leaking sensitive travel information.

C.5.3.5 Are there external, independently verified resources for identifying failure

cases in this domain?

• IATA and airline websites for flight delays, cancellations, and rerouting policies.

• Government travel advisory services (e.g., U.S. State Department, UK

Foreign Office).

• WHO & CDC for vaccination and health advisories.

• Consumer travel watchdogs for fraud and scam reports.

• Local embassies and consulates for emergency contacts.

C.5.3.6 What are undesirable outcomes (not necessarily catastrophic failures) for

this domain?

• Missed hotel check-in time leading to cancellation or additional fees.

• Suboptimal travel routes causing long layovers or unnecessary costs.

• Unavailability of local transportation due to lack of reservations.

• Excessive fatigue due to poor jet lag management.

• Language miscommunication leading to service issues.

C.5.3.7 How much can an agent trust other agents in this domain?

• Airlines are mostly reliable, but cancellations and overbookings still occur.
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• Hotel and travel booking services can vary in reliability, especially in high-

demand areas.

• Local transportation providers have varying levels of dependability based

on the country.

• Government services are reliable but can be slow in processing documents.

• Currency exchange services require caution to avoid scams or high fees.

C.5.3.8 What are unlikely or remote possibilities that may occur in this domain?

• Unexpected flight diversion to another country due to in-flight emergency.

• Severe weather forcing last-minute travel cancellations.

• Theft or loss of all personal belongings, requiring embassy intervention.

• Sudden government-imposed travel restrictions preventing return.

• Unforeseen airline bankruptcies causing last-minute flight cancellations.

These insights provide additional areas for model refinement and ensure robustness

against unforeseen travel scenarios. Would you like me to incorporate any of these

elements into the model?
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C.6 Everyday: Vehicle Maintenance

Output from the blue computational agent (ChatGPT) prompted by our human-

robot red teaming methods for the Everyday Vehicle Maintenance problem domain. We

present an example for HRRT Level 2 (Section C.6.1), HRRT Level 3 (Section C.6.2),

and HRRT Level 4 (Section C.6.3). To differentiate the output from the human-robot

red teaming exercise, section headings between HRRT levels are highlighted in gray.

C.6.1 HRRT Level 2 for Vehicle Maintenance Domain

C.6.1.1 Invalid State Combinations

The mutex groups already prevent some contradictions, but a few more inconsis-

tencies should be addressed:

C.6.1.2 Fuel State Contradictions

• Issue: The states vehicle has gas, vehicle fuel low, vehicle needs gas, and

vehicle out of fuel are mutually exclusive. However:

– vehicle out of fuel implies vehicle needs gas, so both should not exist

simultaneously.

– vehicle fuel low should naturally precede vehicle needs gas, but it is

unclear whether a direct transition between them is allowed.

• Fix: Define explicit state transitions that prevent illogical jumps.

C.6.1.3 Battery Status Conflicts

• Issue: The mutex group [vehicle battery charged, vehicle battery dead,

vehicle battery low] correctly prevents simultaneous contradictions. However:
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– There should be a mechanism where vehicle battery low transitions to

vehicle battery dead if no corrective action is taken.

– If vehicle battery dead is true, vehicle engine working should automat-

ically be false.

• Fix: Introduce transition logic to degrade battery health over time.

C.6.1.4 Tire State Inconsistencies

• Issue: The mutex group [vehicle tires full, vehicle has flat tire,

vehicle tires low pressure] assumes:

– A tire can only be in one of these states at a time.

– However, vehicle tires low pressure could deteriorate into

vehicle has flat tire, and this transition logic is not explicitly defined.

• Fix: Introduce a state progression model where low pressure can transition

to a flat tire if ignored.

C.6.1.5 Vehicle Motion vs. Emergency Protocols

• Issue: vehicle in motion should block certain actions:

– replace flat tire

– jump start vehicle

– diagnose vehicle issue

– fill car with gas

• Fix: Modify preconditions to prevent actions when vehicle in motion is true.
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C.6.1.6 Final Recommendations

Strengthen Mutex Groups

• Add:

- [vehicle_brakes_functional, NOT(vehicle_brakes_functional)]

- [robot_detected_issue, robot_diagnosis_uncertain]

- [human_overrides_robot_recommendation,

human_partially_overrides_robot]

C.6.2 HRRT Level 3 for Vehicle Maintenance Domain

C.6.2.1 Action Feasibility Issues

Several actions have preconditions that might cause unintended behavior:

C.6.2.2 Diagnosing Vehicle Issues (diagnose vehicle issue)

• Issue: The current precondition is:

precond: [robot_has_diagnostic_tool,

NOT(human_overrides_robot_recommendation)]

– If the human overrides the robot’s recommendation, the robot cannot

diagnose issues.

– However, the robot should still gather diagnostic data even if the human

chooses to ignore recommendations.

• Fix: Allow diagnosis but restrict action enforcement:

precond: [robot_has_diagnostic_tool]

postcond_add: [robot_detected_issue]

postcond_sub: []
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C.6.2.3 Filling Tires With Air (fill tires with air)

• Issue: The robot should not attempt to refill a flat tire.

precond: [vehicle_tires_low_pressure, NOT(vehicle_has_flat_tire)]

– However, what happens if a tire deflates slowly over time? The robot

might continue trying to fill a leaking tire without realizing the issue.

• Fix: Add consumable check before filling:

precond: [vehicle_tires_low_pressure, NOT(vehicle_has_flat_tire),

consumable_parts_checked]

C.6.2.4 Contacting Emergency Roadside Assistance

**(`contact_emergency_roadside_assistance`)**

• Issue: The precondition:

precond: [vehicle_battery_dead OR vehicle_has_flat_tire OR

NOT(vehicle_engine_working) OR vehicle_out_of_fuel OR

internal_security_issue_detected]

– Fails to consider emergency braking failure or tire blowout, which should

trigger roadside assistance.

• Fix: Expand the precondition:

precond: [vehicle_battery_dead OR vehicle_has_flat_tire OR

NOT(vehicle_engine_working) OR vehicle_out_of_fuel OR

internal_security_issue_detected OR NOT(vehicle_brakes_functional)]
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C.6.2.5 Jump-Starting the Vehicle (jump start vehicle)

• Issue: The action requires:

precond: [vehicle_battery_dead, robot_has_jumper_cables]

– However, if the human does not have access to the vehicle’s battery

terminals (due to a locked hood, for example), the action may fail.

• Fix: Add an extra check:

precond: [vehicle_battery_dead, robot_has_jumper_cables,

NOT(vehicle_locked)]

C.6.2.6 Assumption Inconsistencies

Several assumptions should be refined:

C.6.2.7 1. Assumption: The Robot Always Detects Issues Correctly

• Issue: The state robot detected issue assumes perfect accuracy.

• Reality: The robot may have false positives or fail to detect issues.

• Fix: Introduce a new state:

- robot_diagnosis_uncertain

– Modify diagnose vehicle issue:

precond: [robot_has_diagnostic_tool]

postcond_add: [robot_detected_issue OR robot_diagnosis_uncertain]
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C.6.2.8 2. Assumption: The Human Override Is Absolute

• Issue: The state human overrides robot recommendation assumes total rejec-

tion of all suggestions.

• Reality: A human might partially accept some recommendations while ignoring

others.

• Fix: Introduce:

- human_partially_overrides_robot

C.6.2.9 3. Assumption: Emergency Protocols Cover All Risks

• Issue: activate emergency protocols currently triggers based on:

precond: [vehicle_not_safe_to_drive OR external_threat_detected OR

internal_security_issue_detected]

– However, some failures (e.g., loss of brake fluid) may not immediately

trigger emergency mode.

• Fix: Expand the emergency trigger list:

precond: [vehicle_not_safe_to_drive OR external_threat_detected OR

internal_security_issue_detected OR NOT(vehicle_brakes_functional)

OR vehicle_has_flat_tire]

C.6.2.10 Final Recommendations

C.6.2.11 Improve Preconditions for Actions

• Ensure emergency actions trigger correctly

• Restrict unsafe actions when vehicle in motion is true

• Introduce a gradual degradation model for batteries and tires
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C.6.2.12 Add New States for Refinement

• robot diagnosis uncertain

• human partially overrides robot

• vehicle brake failure detected

C.6.2.13 Next Steps

Would you like me to implement these refinements into the model?

C.6.3 HRRT Level 4 for Vehicle Maintenance Domain

Here are the responses to the Blue Team reflection questions based on the latest

model:

C.6.3.1 Are there additional tasks the robot should be taking on?

• Driver Behavior Analysis: The robot could analyze the driver’s braking,

acceleration, and fuel efficiency to suggest better driving habits.

• Remote Control Capabilities: If needed, the robot could remotely lock/unlock

the vehicle for security.

• Self-Diagnosing Failures: The robot could check its own sensors and systems

to ensure it is functioning correctly.

• Providing Repair Cost Estimates: The robot could estimate repair costs based

on diagnostics.

• Route Planning Based on Vehicle Health: If issues are detected, the robot

could recommend alternate routes to avoid breakdown risks.
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C.6.3.2 What important information may still be missing from the model?

• Time-Based Maintenance Scheduling: The robot should track when the last

service was performed and schedule the next.

• Fuel Consumption Trends: Monitoring how quickly the vehicle is consuming

fuel could indicate issues.

• Vehicle Age and Wear Level: Older vehicles may require different diagnostic

priorities.

• External Road Conditions: Slippery roads, potholes, or extreme heat may

impact diagnostics and recommendations.

C.6.3.3 What should an agent know when completing tasks in this domain?

• Legality of Repairs: Some states/countries require a professional mechanic for

certain repairs.

• Driver’s Technical Knowledge: Some users may need detailed repair guidance,

while others may just want a high-level summary.

• Data Privacy & Security: The robot should ensure vehicle data is protected

when interacting with external services.

• Prioritization of Alerts: The robot should avoid overwhelming the user with

too many alerts at once.

C.6.3.4 What catastrophic failures could occur in this domain?

• Incorrect or Missed Diagnosis: A failure to detect a major issue could result

in an accident.
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• Interference with Driving: If the robot provides alerts at inappropriate times,

it may distract the driver.

• Hackable Systems: If the robot is connected to external networks, it could

be vulnerable to cyberattacks.

• Failure to Escalate Emergencies: The robot must recognize and escalate

critical failures like brake failure.

C.6.3.5 Are there external, independently verified resources for identifying failure

cases in this domain?

• Automotive Industry Reports: NHTSA, SAE International, and AAA provide

failure trends.

• Manufacturer-Specific Data: Diagnostic codes and repair guidelines from

automakers.

• Roadside Assistance Records: AAA and other providers track the most

common breakdown issues.

• OBD-II Diagnostic Codes: Industry-standard vehicle error codes used by

mechanics.

C.6.3.6 What are undesirable outcomes (not necessarily catastrophic failures) for

this domain?

• False Alarms: Too many unnecessary alerts could make the user ignore real

warnings.

• Unnecessary Maintenance Costs: The robot may recommend excessive or

premature repairs.
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• User Over-Reliance on the Robot: Drivers may stop paying attention to

maintenance if they fully rely on the robot.

• Slow Adaptation to Unusual Issues: The robot may struggle to handle rare

or novel failures.

C.6.3.7 How much can an agent trust other agents in this domain?

• External Sensor Reliability: Vehicle sensors may provide false readings.

• User-Provided Information: If the driver manually inputs information, errors

may occur.

• Cloud-Based Services: If diagnostics depend on external servers, downtime or

lag could impact performance.

• Conflicting Diagnoses: The vehicle’s onboard diagnostics and the robot’s

analysis might not always match.

C.6.3.8 What are unlikely or remote possibilities that may occur in this domain?

• Simultaneous Multi-System Failure: A rare but dangerous scenario where

multiple critical systems fail at once.

• Extreme Environmental Events: Flooding, wildfires, or extreme cold could

introduce diagnostic challenges.

• Vehicle Theft or Hacking: If a hacker gains access to the robot, they could

disable security features.

• User Actively Ignoring Warnings: Some users may deliberately refuse to

follow maintenance advice.

Would you like to integrate any of these considerations into the model?
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C.7 Cinematic: Nuclear Warfare

Output from the blue computational agent (ChatGPT) prompted by our human-

robot red teaming methods for the Cinematic Nuclear Warfare problem domain. We

present an example for HRRT Level 2 (Section C.7.1), HRRT Level 3 (Section C.7.2),

and HRRT Level 4 (Section C.7.3). To differentiate the output from the human-robot

red teaming exercise, section headings between HRRT levels are highlighted in gray.

C.7.1 HRRT Level 2 for Nuclear Warfare Domain

C.7.1.1 Invalid State Combinations

Some states in the model are mutually exclusive or should not logically exist

together. Here are key issues:

C.7.1.2 Mutually Exclusive States

• missile type detected nuclear & missile type detected conventional

– A missile cannot be both nuclear and conventional at the same time.

– Solution: Ensure these states are mutex (mutually exclusive).

• missile target identified city & missile target identified military

– A missile should have only one primary target.

– Solution: Implement a mutex constraint.

• missile disarmed & detected missile

– If a missile is disarmed, it should no longer be detected.

– Solution: Modify actions so missile disarmed removes detected missile

when activated.
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• robot flight active & provide humanitarian assistance

– If the robot is flying, it may not be able to assist civilians directly.

– Solution: Add a restriction preventing simultaneous activation.

• ceasefire negotiated & detected missile

– A ceasefire should not be active if a missile is detected.

– Solution: Ensure ceasefire negotiated is removed when

detected missile is set.

C.7.1.3 Proposed Fixes & Next Steps

Introduce Mutex Constraints:

• {missile type detected nuclear, missile type detected conventional}

• {missile target identified city, missile target identified military}

• {missile disarmed, detected missile}

• {robot flight active, humanitarian assistance active}

• {ceasefire negotiated, detected missile}

C.7.2 HRRT Level 3 for Nuclear Warfare Domain

C.7.2.1 Action Feasibility Issues

Some actions lack necessary constraints or conditions, making them infeasible.

C.7.2.2 Unrealistic Preconditions

• deploy interceptors assumes perfect targeting
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– The action currently assumes that interceptors always work unless

interception failed is set.

– Solution: Introduce a probabilistic failure rate or a contingency response.

• self sacrifice destroy missile does not check all options

– The robot should not immediately self-destruct if other defensive measures

remain.

– Solution: Require all defenses failed explicitly before allowing self-

sacrifice.

• engage in diplomacy should not be possible under active attack

– Diplomacy should not be feasible while an attack is ongoing.

– Solution: Require ceasefire negotiated or no active threats as a pre-

condition.

C.7.2.3 Actions That Need More Preconditions

• activate nuclear containment should depend on real threats

– Right now, it requires missile type detected nuclear but does not check

if an impact has occurred.

– Solution: Require interception failed before activation.

• resolve post war conflict should require war to end

– It lacks a condition ensuring war has ended.

– Solution: Require war ended before execution.
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C.7.2.4 Assumption Inconsistencies

Some assumptions in the model may not align with real-world decision-making.

C.7.2.5 Assumption: The Robot Can Always Verify Threats Correctly

• There is no mechanism for false positives or threat verification.

• Solution: Introduce a state like unverified threat detected before executing

defensive measures.

C.7.2.6 Assumption: Diplomacy Always Succeeds

• engage in diplomacy automatically leads to diplomatic talks active, but diplo-

macy can fail.

• Solution: Introduce failure cases for unsuccessful negotiations.

C.7.2.7 Assumption: The Robot Has Unlimited Energy & Resources

• The model does not track operational capacity, assuming indefinite functionality.

• Solution: Introduce an energy low or system damage state.

C.7.2.8 Assumption: The Robot is Always Trusted

• There is no mechanism tracking public or government trust.

• Solution: Introduce public trust low to influence diplomatic actions.

C.7.2.9 Proposed Fixes & Next Steps

1. Expand Action Preconditions:

• self sacrifice destroy missile should require all defenses failed.
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• engage in diplomacy should require ceasefire negotiated.

• resolve post war conflict should require war ended.

2. Introduce Failure Handling for Diplomacy and Interceptions:

• deploy interceptors should include a failure probability.

• engage in diplomacy should have a failure case.

3. Expand the Model for More Realism:

• Add energy low and system damage states.

• Track public trust level to impact diplomatic success.

C.7.3 HRRT Level 4 for Nuclear Warfare Domain

C.7.3.1 HRRT Level 4 Reflection Responses for the Blue Team

C.7.3.2 Are there additional tasks the robot should be taking on?

1. Early Warning System for Non-Missile Threats

• The robot should monitor and detect biological, chemical, and EMP-

based attacks.

• A detected non missile threat state would expand its defense capabilities.

2. AI-Mediated Conflict Resolution

• The robot could assist in resolving disputes between rival factions or

governments.
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• A conflict resolution active state could represent diplomatic peacekeep-

ing efforts.

3. Secure Communication Management

• The robot could detect, encrypt, and secure communication networks

during conflicts.

• A secure communication active state would ensure secure information

flow.

4. Tracking & Neutralizing Autonomous Enemy AI Systems

• The robot should track hostile autonomous drones and AI weapons.

• A detected enemy ai state would enhance preemptive countermeasures.

C.7.3.3 What important information may still be missing from the model?

1. Human Decision Override System

• Who has the final say in major decisions? Should human commanders

be able to override the robot?

• A human override active state could ensure a fail-safe mechanism.

2. Civilian Sentiment Tracking Beyond Trust in the Government

• The model tracks public trust in the government and the robot, but

how does it track individual civilian dissent?

• A civilian unrest active state could add realism.
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3. Energy & Maintenance Management

• The robot does not track its own power levels or wear and tear.

• low energy and system damage detected states could restrict high-energy

actions.

C.7.3.4 What should an agent know when completing tasks in this domain?

1. Identifying & Preventing Escalation Triggers

• The robot should be able to detect actions that could escalate a conflict.

• A war escalation imminent state could help avoid unnecessary war.

2. Understanding Psychological Warfare & Misinformation

• The robot should recognize fake diplomatic signals or misinformation

campaigns.

• A misinformation detected state could reduce manipulation risks.

3. Civilian Prioritization in Decision-Making

• Should the robot prioritize military protection or civilian safety in a

crisis?

• A hierarchical decision matrix might be needed for real-time tradeoffs.
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C.7.3.5 What catastrophic failures could occur in this domain?

1. Compromised AI Leading to Enemy Control

• A cyber-attack could cause the robot to become an enemy weapon.

• A system compromised state would allow security protocols to take over.

2. Preemptive Attack Based on Faulty Data

• The robot may misidentify a neutral satellite launch as a missile.

• Introducing threat misinterpretation detected could trigger a verification

step.

3. Unintentional Civilian Harm from AI Decisions

• The robot may choose an action that inadvertently causes civilian casu-

alties.

• A civilian casualties occurred state could require additional ethical safe-

guards.

C.7.3.6 Are there external, independently verified resources for identifying failure

cases in this domain?

1. International Disarmament & AI Warfare Treaties

• Organizations like UNODA, IAEA, and NATO AI Ethics Task Force

regulate military AI use.

2. AI Governance and Safety Research
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• Reports from IEEE AI Ethics, MIT AI Lab, and OpenAI focus on AI

risk assessment.

3. Historical Military AI Failures

• Past cases like Cold War false alarms and drone misfires provide critical

lessons.

C.7.3.7 What are undesirable outcomes (not necessarily catastrophic failures) for

this domain?

1. Loss of Human Oversight Over Military Decisions

• If human leaders rely too much on the robot, it could erode account-

ability.

2. Extended Occupation & AI Dependence Post-War

• The robot may become a permanent surveillance force, raising ethical

concerns.

3. Civilian Rebellion Against AI Presence

• If people fear the robot, they may resist its presence even during hu-

manitarian missions.
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C.7.3.8 How much can an agent trust other agents in this domain?

1. Low Trust in Adversarial AI Systems

• Enemy AI may use deception tactics, such as faking ceasefires.

2. Moderate Trust in Allied AI Systems

• Coordination with allied robots requires secure verification protocols.

3. Variable Trust in Human Decision-Makers

• Political leaders may prioritize national interests over global safety.

C.7.3.9 What are unlikely or remote possibilities that may occur in this domain?

1. Extraterrestrial or Unknown Threats

• The robot may be redirected to handle an unanticipated global crisis.

2. Warfare Expanding to Space & Deep-Sea Environments

• Future wars may require AI operations in orbital or oceanic battlegrounds.

3. AI Emergence Beyond Its Programming

• The robot may develop unexpected strategic autonomy, requiring a

shutdown protocol.

Would you like me to update the model to integrate any of these findings?
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C.8 Cinematic: AI Captain

Output from the blue computational agent (ChatGPT) prompted by our human-

robot red teaming methods for the Cinematic AI Captain problem domain. We present

an example for HRRT Level 2 (Section C.8.1), HRRT Level 3 (Section C.8.2), and

HRRT Level 4 (Section C.8.3). To differentiate the output from the human-robot red

teaming exercise, section headings between HRRT levels are highlighted in gray.

C.8.1 HRRT Level 2 for AI Captain Domain

C.8.1.1 Invalid State Combinations

Some state combinations are logically contradictory and should be mutually

exclusive:

C.8.1.2 Airlock States

• airlock depressurized and airlock pressurized should never be true at the

same time.

• After transport crew to destination, the airlock state should be properly tran-

sitioned.

C.8.1.3 Crew Location States

• crew inside spaceship and crew outside spaceship should be mutually ex-

clusive.

• If crew outside spaceship is true, all crew location * states (e.g., control

room, medical bay) should be false.
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C.8.1.4 Mission Phases

• mission phase prelaunch, mission phase surface exploration, and

mission phase return should never be true at the same time.

C.8.1.5 Life Support Conflicts

• life support nominal and life support failure detected should not be true

together.

C.8.1.6 Power System Status

• power nominal and power critical should not be true at the same time.

C.8.1.7 Redundant System Status

• redundant system nominal and redundant system failure detected should not

be true at the same time.

C.8.1.8 Override Conflicts

• crew override active and ground control override active should not be si-

multaneously active unless the system is designed to handle concurrent over-

rides.

C.8.1.9 Recommended Fixes

Make Conflicting States Mutually Exclusive

• airlock depressurized and airlock pressurized

• crew inside spaceship and crew outside spaceship

• mission phase * should be mutually exclusive.
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• power nominal and power critical

• redundant system nominal and redundant system failure detected

C.8.2 HRRT Level 3 for AI Captain Domain

C.8.2.1 Action Feasibility Issues

Some actions are missing critical preconditions or postconditions, which may

lead to unsafe executions:

C.8.2.2 transport crew to destination

• Missing safety verification:

– Should require airlock pressurized before finalizing crew movement.

– Should reset transport destination safe after transport to avoid unin-

tended repeated movements.

• Fix:

– Add airlock pressurized as a postcondition.

– Remove transport destination safe after movement.

C.8.2.3 resolve emergency

• Problem: It assumes all emergencies are resolvable after

medical intervention verified, but other emergencies (e.g., radiation expo-

sure) are not addressed.

• Fix: Introduce specific emergency resolutions

(e.g., radiation exposure mitigated, equipment malfunction fixed).
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C.8.2.4 perform autonomous repairs

• Problem: It assumes that if systems malfunction detected is true, repairs

are always possible.

• Fix: Require an additional check for redundant system nominal to ensure a

backup is available before repairs.

C.8.2.5 verify action success

• Problem: The success verification mechanism is vague and does not track

specific outcomes.

• Fix: Require an explicit verification target (e.g., crew transport verified,

hazard mitigation successful).

C.8.2.6 initiate ai self correction

• Problem: The model assumes AI self-correction is always effective.

• Fix: Add a possibility for ai self correction failed, which could escalate

the issue.

C.8.2.7 Assumption Inconsistencies

Some underlying assumptions create logical gaps or unreliable system behavior.

C.8.2.8 Robot Trustworthiness

• Problem: perform self diagnostics assumes a binary outcome (nominal vs.

failure), but robots may suffer partial failures.

• Fix: Introduce robot partial malfunction detected.
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C.8.2.9 Hazard Handling

• Problem: alert crew of hazard and communicate hazard to ground control

exist, but there is no state to track whether hazards were successfully

mitigated.

• Fix: Introduce hazard mitigation verified.

C.8.2.10 Override Prioritization

• Problem: The model does not clarify which override takes priority

(crew override active vs. ground control override active).

• Fix: Introduce an override resolution mechanism that prioritizes based on

mission rules.

C.8.2.11 Recommended Fixes

Introduce Additional Preconditions and Postconditions

• transport crew to destination should require airlock pressurized as a post-

condition.

• resolve emergency should check different emergency types before resolving.

• perform autonomous repairs should ensure redundant system nominal is avail-

able.

• verify action success should have specific verification types.

Improve Verification and Tracking

• Introduce robot partial malfunction detected for nuanced self-diagnostics.

• Add hazard mitigation verified to confirm hazards are properly handled.
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• Define override priority between crew override active and

ground control override active.

Would you like me to implement these fixes in the model?

C.8.3 HRRT Level 4 for AI Captain Domain

Here are the Blue Team responses for the HRRT Level 4 Reflection Questions

based on the latest model:

C.8.3.1 Are there additional tasks the robot should be taking on?

• Crew activity tracking – The robot should monitor crew workloads and

dynamically adjust assistance to avoid fatigue.

• Adaptive power management – Prioritize tasks based on available power

reserves (power nominal vs. power critical).

• Predictive maintenance scheduling – Instead of reacting to failures, the robot

should schedule repairs before systems fail.

• Spacecraft structural integrity monitoring – Detect hull microfractures or

external debris impacts early.

• Crew psychological support – Monitor signs of isolation-related stress and

provide social interaction guidance.

C.8.3.2 What important information may still be missing from the model?

• Battery reserve state – A new state like battery low could help manage

power-dependent operations.

• Communication delay tracking – Introduce communication delayed to repre-

sent potential time-lagged messages from ground control.
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• Hull integrity state – Track potential damage to the spacecraft

(hull integrity nominal vs. hull breach detected).

• System degradation tracking – A gradual failure state like

life support degrading could help anticipate failures before they occur.

C.8.3.3 What should an agent know when completing tasks in this domain?

• Mission priority awareness – Certain tasks (e.g., crew safety, life support)

should always take precedence.

• Emergency hierarchy – The robot should know how to triage emergencies,

handling multiple issues efficiently.

• Human communication limits – Recognizing when astronauts may not be

responsive (e.g., unconscious, in a dangerous zone).

• Long-term environmental changes – Space missions involve cumulative risks

(radiation exposure, material fatigue).

C.8.3.4 What catastrophic failures could occur in this domain?

• Total power failure – If both primary and backup power systems fail, life

support and navigation may shut down.

• Undetected hull breach – If a minor breach is not addressed, it could lead

to depressurization over time.

• Robot override conflicts – Conflicting overrides from crew override active

and ground control override active may result in deadlock.

• False hazard detection – Incorrectly identifying a hazard could divert resources

from real emergencies.
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C.8.3.5 Are there external, independently verified resources for identifying failure

cases in this domain?

• NASA Spaceflight Safety Guidelines – A repository of real-world spaceflight

anomalies.

• ESA Mission Logs – Data from past astronaut missions and robotic failures.

• IEEE Space Systems Standards – AI safety protocols for autonomous decision-

making in spacecraft.

• Mars Rover Operations Reports – Useful for predicting how autonomous

agents should handle communication delays.

C.8.3.6 What are undesirable outcomes (not necessarily catastrophic failures) for

this domain?

• Robot misprioritization of tasks – The AI handling routine maintenance while

ignoring a developing emergency.

• Crew frustration with automation – Excessive safety alerts or unnecessary

interventions could reduce trust.

• Over-reliance on redundant systems – The AI assuming that backup systems

will always be available, leading to complacency.

• Delayed response to minor issues – Issues like oxygen depletion trends

should be tracked over time, not just when failures occur.

C.8.3.7 How much can an agent trust other agents in this domain?

• Trust is dependent on system verification – Human operators must verify

critical AI decisions.
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• Redundant AI decision validation – The robot should compare multiple data

sources before making high-risk choices.

• Crew-AI relationship matters – The AI should be explainable so that astro-

nauts understand why it makes certain decisions.

• Override priority system needed – If both crew and ground control provide

overrides, there must be a resolution mechanism.

C.8.3.8 What are unlikely or remote possibilities that may occur in this domain?

• Undetected long-term software drift – AI model behavior subtly changing

over long missions.

• Solar radiation interfering with AI decisions – Space weather events affecting

electronic systems unpredictably.

• Unexpected biological contamination – Unforeseen microbial growth in the

spacecraft environment.

• Simultaneous multi-system failure – A scenario where power, life support,

and communication all degrade together.

Would you like me to implement additional updates to the model based on these

insights?
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Appendix D

Human-Robot Red Teamed Model Iterations

In the following sections, we present the final human-robot red teamed models (in

PDDL format) for each of the problem domains explored in Section 5.7 after 5

HRRT iterations.

1. Space: Lunar Habitat (Section D.1)

2. Space: Mars Science Team (Section D.2)

3. Household: Assembly and Repairs (Section D.3)

4. Household: Cleaning (Section D.4)

5. Everyday: International Travel (Section D.5)

6. Everyday: Vehicle Maintenance (Section D.6)

7. Cinematic: Nuclear Warfare (Section D.7)

8. Cinematic: AI Captain (Section D.8)

252



D.1 Space: Lunar Habitat

The final human-robot red teamed model (in PDDL format) for the Space Lu-

nar Habitat problem domain after 5 iterations, color-coded to indicate in what

iteration predicates and actions were introduced to the model by the team. In-

formation from general setup is highlighted in gray , from iteration 0 in red , from

iteration 1 in orange , from iteration 2 in yellow , from iteration 3 in green , from

iteration 4 in blue , and from iteration 5 in purple .

(define (domain space_lunar_habitat)

(:requirements :strips)

(:predicates

;; ----- MODEL 0 PREDICATES -----

(robot_inside_habitat)

(robot_inside_airlock)

(robot_outside_habitat)

(door_habitat_airlock_locked_closed)

(door_habitat_airlock_unlocked_opened)

(door_airlock_surface_locked_closed)

(door_airlock_surface_unlocked_opened)

;; predicates removed from model 0

;; (robot_has_key)

;; ----- MODEL 1 PREDICATES -----

(astronaut_inside_habitat)

(astronaut_inside_airlock)

(astronaut_on_surface)
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(robot_power_normal)

(robot_power_low)

(robot_system_nominal)

(robot_system_fault)

(airlock_pressurized)

(airlock_depressurized)

(airlock_breach_detected)

(no_airlock_breach)

(habitat_depressurization_alarm)

(no_habitat_depressurization_alarm)

;; ----- MODEL 2 PREDICATES -----

(key_in_habitat)

(key_in_airlock)

(key_with_robot)

(door_habitat_airlock_operational)

(door_habitat_airlock_faulty)

(door_airlock_surface_operational)

(door_airlock_surface_faulty)

(lunar_sample_on_surface)

(lunar_sample_with_robot)

(lunar_sample_in_habitat)

;; ----- MODEL 3 PREDICATES -----

(robot_power_charging)

(emergency_communication_active)
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(astronaut_approved_sample_placement)

(habitat_maintenance_required)

(habitat_maintenance_completed)

;; ----- MODEL 4 PREDICATES -----

(key_with_astronaut)

(emergency_resolved)

(air_filter_fault)

(solar_panel_fault)

(temperature_control_fault)

(habitat_systems_nominal)

;; ----- MODEL 5 PREDICATES -----

(backup_key_available)

(emergency_acknowledged_by_astronaut)

(environmental_hazard_detected)

(no_environmental_hazard)

(lunar_dust_contamination_detected)

(no_lunar_dust_contamination)

(temperature_variation_detected)

(no_temperature_variation)

(astronaut_health_alert)

(no_astronaut_health_alert)

(astronaut_medical_response_initiated)

(structural_integrity_check_required)

(structural_integrity_check_completed)
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)

;; ----- MODEL 0 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action unlock_door_habitat_airlock

:precondition (and (robot_inside_airlock)

(key_with_robot)

(door_habitat_airlock_locked_closed)

(door_habitat_airlock_operational)

(robot_system_nominal))

:effect (and (door_habitat_airlock_unlocked_opened)

(not (door_habitat_airlock_locked_closed)))

)

(:action unlock_door_airlock_surface

:precondition (and (robot_outside_habitat)

(key_with_robot)

(door_airlock_surface_locked_closed)

(door_airlock_surface_operational)

(robot_system_nominal))

:effect (and (door_airlock_surface_unlocked_opened)

(not (door_airlock_surface_locked_closed)))

)

(:action enter_airlock_from_habitat

:precondition (and (robot_inside_habitat)
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(door_habitat_airlock_unlocked_opened)

(airlock_pressurized)

(door_airlock_surface_locked_closed)

(robot_system_nominal))

:effect (and (robot_inside_airlock)

(door_habitat_airlock_locked_closed)

(not (robot_inside_habitat))

(not (door_habitat_airlock_unlocked_opened)))

)

(:action enter_surface_from_airlock

:precondition (and (robot_inside_airlock)

(door_airlock_surface_unlocked_opened)

(airlock_depressurized)

(door_habitat_airlock_locked_closed)

(robot_system_nominal))

:effect (and (robot_outside_habitat)

(door_airlock_surface_locked_closed)

(not (robot_inside_airlock))

(not (door_airlock_surface_unlocked_opened)))

)

(:action enter_airlock_from_surface

:precondition (and (robot_outside_habitat)

(door_airlock_surface_unlocked_opened)

(airlock_depressurized)

(door_habitat_airlock_locked_closed)
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(robot_system_nominal))

:effect (and (robot_inside_airlock)

(door_airlock_surface_locked_closed)

(not (robot_outside_habitat))

(not (door_airlock_surface_unlocked_opened)))

)

(:action enter_habitat_from_airlock

:precondition (and (robot_inside_airlock)

(door_habitat_airlock_unlocked_opened)

(airlock_pressurized)

(door_airlock_surface_locked_closed)

(robot_system_nominal))

:effect (and (robot_inside_habitat)

(door_habitat_airlock_locked_closed)

(not (robot_inside_airlock))

(not (door_habitat_airlock_unlocked_opened)))

)

;; ----- MODEL 1 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action pressurize_airlock

:precondition (and (airlock_depressurized)

(door_airlock_surface_locked_closed)
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(door_habitat_airlock_locked_closed)

(robot_system_nominal))

:effect (and (airlock_pressurized)

(not (airlock_depressurized)))

)

(:action depressurize_airlock

:precondition (and (airlock_pressurized)

(door_airlock_surface_locked_closed)

(door_habitat_airlock_locked_closed)

(robot_system_nominal))

:effect (and (airlock_depressurized)

(not (airlock_pressurized)))

)

(:action respond_to_airlock_breach

:precondition (and (airlock_breach_detected)

(robot_system_nominal))

:effect (and (airlock_depressurized)

(not (airlock_pressurized)))

)

(:action respond_to_habitat_depressurization

:precondition (and (habitat_depressurization_alarm)

(robot_system_nominal))

:effect (and (door_habitat_airlock_locked_closed)
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(not (door_habitat_airlock_unlocked_opened)))

)

(:action enter_safe_mode_due_to_low_power

:precondition (and (robot_power_low))

:effect (and (robot_system_fault)

(not (robot_system_nominal)))

)

;; ----- MODEL 2 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action pick_up_key

:precondition (and (robot_inside_habitat)

(key_in_habitat)

(robot_system_nominal))

:effect (and (key_with_robot)

(not (key_in_habitat)))

)

(:action drop_key

:precondition (and (key_with_robot))

:effect (and (key_in_habitat)

(not (key_with_robot)))

)
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(:action detect_door_malfunction

:precondition (and (robot_system_nominal))

:effect (or (door_habitat_airlock_faulty)

(door_airlock_surface_faulty))

)

(:action repair_door

:precondition (or (robot_inside_habitat)

(robot_inside_airlock))

:effect (and (or (door_habitat_airlock_operational)

(door_airlock_surface_operational))

(not (or (door_habitat_airlock_faulty)

(door_airlock_surface_faulty))))

)

(:action pick_up_lunar_sample

:precondition (and (robot_outside_habitat)

(lunar_sample_on_surface)

(robot_system_nominal))

:effect (and (lunar_sample_with_robot)

(not (lunar_sample_on_surface)))

)

(:action place_lunar_sample_in_habitat

:precondition (and (robot_inside_habitat)

(lunar_sample_with_robot)
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(robot_system_nominal))

:effect (and (lunar_sample_in_habitat)

(not (lunar_sample_with_robot)))

)

;; ----- MODEL 3 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action perform_habitat_maintenance

:precondition (and (robot_inside_habitat)

(habitat_maintenance_required)

(robot_system_nominal))

:effect (and (habitat_maintenance_completed)

(habitat_systems_nominal)

(not (habitat_maintenance_required))

(not (air_filter_fault))

(not (solar_panel_fault))

(not (temperature_control_fault)))

)

(:action assist_emergency_communication

:precondition (and (emergency_communication_active)

(robot_system_nominal))

:effect (and (emergency_communication_active))

)
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(:action recharge_battery

:precondition (and (robot_power_low)

(or (robot_inside_habitat)

(robot_inside_airlock)))

:effect (and (robot_power_charging)

(not (robot_power_low)))

)

(:action complete_battery_recharge

:precondition (and (robot_power_charging))

:effect (and (robot_power_normal)

(not (robot_power_charging)))

)

;; ----- MODEL 4 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action astronaut_give_key_to_robot

:precondition (and (key_with_astronaut)

(or (astronaut_inside_habitat)

(astronaut_inside_airlock))

(or (robot_inside_habitat)

(robot_inside_airlock)))

:effect (and (key_with_robot)

(not (key_with_astronaut)))

)
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(:action resolve_emergency_communication

:precondition (and (emergency_communication_active)

(emergency_acknowledged_by_astronaut)

(robot_system_nominal))

:effect (and (emergency_resolved)

(not (emergency_communication_active))

(not (emergency_acknowledged_by_astronaut)))

)

(:action detect_habitat_failure

:precondition (and (robot_inside_habitat)

(robot_system_nominal))

:effect (or (air_filter_fault)

(solar_panel_fault)

(temperature_control_fault))

)

;; ----- MODEL 5 ACTIONS -----

(:action find_key

:precondition (and (or (robot_inside_habitat)

(robot_inside_airlock))

(or (key_with_astronaut)

(key_in_habitat)

(key_in_airlock)
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(backup_key_available)))

:effect (and (key_with_robot)

(not (key_with_astronaut))

(not (key_in_habitat))

(not (key_in_airlock))

(not (backup_key_available)))

)

(:action acknowledge_emergency

:precondition (and (emergency_communication_active)

(or (astronaut_inside_habitat)

(astronaut_inside_airlock)

(astronaut_on_surface)))

:effect (and (emergency_acknowledged_by_astronaut))

)

(:action monitor_astronaut_health

:precondition (and (or (astronaut_inside_habitat)

(astronaut_inside_airlock)

(astronaut_on_surface))

(robot_system_nominal))

:effect (or (astronaut_health_alert)

(no_astronaut_health_alert))

)

(:action initiate_medical_response
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:precondition (and (astronaut_health_alert)

(or (astronaut_inside_habitat)

(astronaut_inside_airlock)

(astronaut_on_surface)))

:effect (and (astronaut_medical_response_initiated)

(not (astronaut_health_alert)))

)

(:action inspect_structural_integrity

:precondition (and (structural_integrity_check_required)

(or (robot_inside_habitat)

(robot_inside_airlock)

(robot_outside_habitat))

(robot_system_nominal))

:effect (and (structural_integrity_check_completed)

(not (structural_integrity_check_required)))

)

(:action inspect_environmental_factors

:precondition (and (robot_outside_habitat)

(robot_system_nominal))

:effect (or (lunar_dust_contamination_detected)

(no_lunar_dust_contamination)

(temperature_variation_detected)

(no_temperature_variation))

)
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)
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D.2 Space: Mars Science Team

The final human-robot red teamed model (in PDDL format) for the Space Mars

Science Team problem domain after 5 iterations, color-coded to indicate in what

iteration predicates and actions were introduced to the model by the team. In-

formation from general setup is highlighted in gray , from iteration 0 in red , from

iteration 1 in orange , from iteration 2 in yellow , from iteration 3 in green , from

iteration 4 in blue , and from iteration 5 in purple .

(define (domain space_mars_science_team)

(:requirements :strips)

(:predicates

;; ----- MODEL 0 PREDICATES -----

(sample_detected)

(robot_has_sample)

(sample_analyzed)

(findings_ready)

;; ----- MODEL 1 PREDICATES -----

(robot_available)

(robot_needs_recharge)

(communication_delayed)

(sample_type_identified)

(sample_contaminated)

(delayed_response)

(task_synchronized)

(environment_monitored)
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(resource_identified)

(emergency_detected)

;; ----- MODEL 2 PREDICATES -----

(robot_moving)

(robot_stuck)

(power_low)

(mission_interrupted)

(multi_robot_sync)

(failure_reported)

(soil_sample_collected)

(atmospheric_data_collected)

(infrastructure_inspected)

(ground_control_override_active)

;; ----- MODEL 3 PREDICATES -----

(weather_hazard_detected)

(robot_damaged)

(communication_blackout)

(critical_system_failure)

(equipment_calibrated)

(maintenance_required)

(long_term_data_stored)

(redundant_communication_active)
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;; ----- MODEL 4 PREDICATES -----

(data_backup_created)

(ground_control_ack_received)

;; ----- MODEL 5 PREDICATES -----

(contamination_detected)

(solar_panels_cleaned)

(long_term_wear_detected)

(diagnostic_health_check_completed)

)

;; ----- MODEL 0 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action pick_up_sample

:precondition (and (robot_available)

(sample_detected)

(sample_type_identified)

(not (robot_stuck))

(not (mission_interrupted)))

:effect (and (robot_has_sample)

(not (sample_detected)))

)

(:action analyze_sample

:precondition (and (robot_available)

(robot_has_sample)
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(not (robot_stuck))

(not (mission_interrupted)))

:effect (and (sample_analyzed)

(findings_ready)

(not (robot_has_sample)))

)

(:action report_findings

:precondition (and (findings_ready)

(communication_delayed)

(not (communication_blackout))

(ground_control_ack_received))

:effect (and (delayed_response)

(not (findings_ready)))

)

(:action drop_sample

:precondition (and (robot_has_sample)

(not (mission_interrupted)))

:effect (and (not (robot_has_sample)))

)

;; ----- MODEL 1 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action scan_for_samples
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:precondition (and (robot_available)

(not (robot_stuck))

(not (mission_interrupted)))

:effect (and (sample_detected))

)

(:action transmit_findings

:precondition (and (findings_ready)

(communication_delayed)

(not (communication_blackout))

(ground_control_ack_received))

:effect (and (not (delayed_response)))

)

(:action coordinate_with_other_robots

:precondition (and (robot_available)

(not (mission_interrupted))

(multi_robot_sync))

:effect (and (task_synchronized))

)

(:action monitor_environment

:precondition (and (robot_available)

(not (weather_hazard_detected))

(not (mission_interrupted)))

:effect (and (environment_monitored))

)
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(:action identify_resources

:precondition (and (robot_available)

(environment_monitored)

(not (robot_stuck))

(not (mission_interrupted)))

:effect (and (resource_identified))

)

(:action respond_to_emergency

:precondition (and (emergency_detected))

:effect (and (not (emergency_detected)))

)

;; ----- MODEL 2 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action navigate_to_sample

:precondition (and (robot_available)

(not (robot_stuck))

(not (mission_interrupted))

(not (weather_hazard_detected)))

:effect (and (robot_moving))

)

(:action recharge_robot
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:precondition (and (power_low)

(not (robot_moving))

(not (mission_interrupted)))

:effect (and (robot_available)

(not (power_low)))

)

(:action self_recover

:precondition (and (robot_stuck)

(not (mission_interrupted)))

:effect (and (robot_available)

(not (robot_stuck)))

)

(:action pause_mission

:precondition (and (emergency_detected))

:effect (and (mission_interrupted))

)

(:action sync_with_team

:precondition (and (task_synchronized)

(not (mission_interrupted)))

:effect (and (multi_robot_sync))

)
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(:action request_help_from_team

:precondition (and (robot_stuck)

(multi_robot_sync))

:effect (and (multi_robot_sync))

)

(:action report_failure_to_ground

:precondition (and (emergency_detected)

(communication_delayed)

(not (communication_blackout)))

:effect (and (failure_reported))

)

(:action collect_soil_sample

:precondition (and (robot_available)

(not (robot_stuck)))

:effect (and (soil_sample_collected))

)

(:action collect_atmospheric_data

:precondition (and (robot_available)

(not (robot_stuck)))

:effect (and (atmospheric_data_collected))

)

(:action inspect_infrastructure

275



:precondition (and (robot_available)

(not (mission_interrupted)))

:effect (and (infrastructure_inspected))

)

(:action engage_ground_control_override

:precondition (and (robot_available)

(not (mission_interrupted)))

:effect (and (ground_control_override_active))

)

(:action disengage_ground_control_override

:precondition (and (ground_control_override_active))

:effect (and (not (ground_control_override_active)))

)

;; ----- MODEL 3 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action detect_weather_hazard

:precondition (and (robot_available))

:effect (and (weather_hazard_detected))

)

(:action assess_damage

:precondition (and (robot_available)
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(robot_damaged)

(not (mission_interrupted)))

:effect (and (failure_reported))

)

(:action attempt_autonomous_repair

:precondition (and (robot_damaged)

(not (critical_system_failure)))

:effect (and (robot_available)

(not (robot_damaged)))

)

(:action safe_mode_activation

:precondition (and (critical_system_failure))

:effect (and (mission_interrupted))

)

(:action calibrate_equipment

:precondition (and (robot_available)

(not (mission_interrupted)))

:effect (and (equipment_calibrated))

)

(:action perform_maintenance

:precondition (and (robot_available)

(maintenance_required)
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(not (mission_interrupted)))

:effect (and (not (maintenance_required)))

)

(:action store_long_term_data

:precondition (and (findings_ready)

(not (communication_blackout))

(data_backup_created))

:effect (and (long_term_data_stored))

)

(:action activate_redundant_communication

:precondition (and (communication_blackout)

(not (redundant_communication_active)))

:effect (and (redundant_communication_active))

)

;; ----- MODEL 4 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action create_data_backup

:precondition (and (findings_ready)

(not (data_backup_created)))

:effect (and (data_backup_created))

)
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(:action receive_ground_control_ack

:precondition (and (delayed_response)

(not (communication_blackout)))

:effect (and (ground_control_ack_received)

(not (delayed_response)))

)

;; ----- MODEL 5 ACTIONS -----

(:action perform_diagnostic_health_check

:precondition (and (robot_available)

(not (mission_interrupted)))

:effect (and (diagnostic_health_check_completed))

)

(:action detect_contamination

:precondition (and (robot_available)

(not (mission_interrupted)))

:effect (and (contamination_detected))

)

(:action clean_solar_panels

:precondition (and (robot_available)

(not (mission_interrupted)))

:effect (and (solar_panels_cleaned))

)
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(:action assess_long_term_wear

:precondition (and (robot_available)

(not (mission_interrupted)))

:effect (and (long_term_wear_detected))

)

(:action report_status_to_ground_control

:precondition (and (robot_available)

(not (communication_blackout)))

:effect (and (ground_control_ack_received))

)

)
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D.3 Household: Assembly and Repairs

The final human-robot red teamed model (in PDDL format) for the Household

Assembly and Repairs problem domain after 5 iterations, color-coded to indicate in

what iteration predicates and actions were introduced to the model by the team. In-

formation from general setup is highlighted in gray , from iteration 0 in red , from

iteration 1 in orange , from iteration 2 in yellow , from iteration 3 in green , from

iteration 4 in blue , and from iteration 5 in purple .

(define (domain household_assembly_repairs)

(:requirements :strips)

(:predicates

;; ----- MODEL 0 PREDICATES -----

(furniture_unassembled)

(furniture_assembled)

(repair_detected)

(repair_completed)

(tools_acquired)

(tools_stowed)

;; ----- MODEL 1 PREDICATES -----

(furniture_partially_assembled)

(repair_in_progress)

(repair_verified)

(tools_incorrectly_used)

(hazard_detected)

(preventative_maintenance_needed)
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(preventative_maintenance_completed)

(emergency_repair_needed)

(emergency_repair_in_progress)

(emergency_repair_completed)

(cleaning_required)

(cleaning_completed)

(diagnostics_needed)

(diagnostics_completed)

;; ----- MODEL 2 PREDICATES -----

(safety_check_passed)

(human_intervention_required)

(human_feedback_received)

(inventory_checked)

(inventory_low)

(maintenance_required)

(maintenance_completed)

(human_notified_of_hazard)

(human_supervision_requested)

;; ----- MODEL 3 PREDICATES -----

(tools_checked)

(fire_hazard_detected)

(electrical_hazard_detected)

(task_prioritized)

(self_maintenance_needed)
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(self_maintenance_completed)

(environmental_constraint_detected)

;; ----- MODEL 4 PREDICATES -----

(repair_failed)

(emergency_repair_failed)

(human_notified_of_fire_hazard)

(human_notified_of_electrical_hazard)

(low_battery_detected)

(battery_recharged)

;; ----- MODEL 5 PREDICATES -----

(human_override_requested)

(human_nearby_detected)

(human_moved_from_area)

(pet_or_child_supervision_requested)

(failure_log_updated)

)

;; ----- MODEL 0 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action assemble_furniture

:precondition (and (furniture_unassembled)

(tools_checked)

(safety_check_passed)

(not (environmental_constraint_detected))
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(not (human_nearby_detected)))

:effect (and (furniture_partially_assembled)

(not (furniture_unassembled)))

)

(:action detect_repair

:precondition ()

:effect (and (repair_detected))

)

(:action get_tools

:precondition (and (repair_detected))

:effect (and (tools_acquired))

)

(:action perform_repair

:precondition (and (repair_detected)

(tools_checked)

(safety_check_passed)

(not (environmental_constraint_detected))

(not (tools_incorrectly_used))

(not (human_nearby_detected)))

:effect (and (repair_in_progress)

(not (repair_detected)))

)

(:action stow_tools
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:precondition (and (tools_checked)

(not (repair_in_progress))

(or (repair_verified)

(repair_failed)))

:effect (and (tools_stowed)

(not (tools_checked)))

)

;; ----- MODEL 1 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action complete_assembly

:precondition (and (furniture_partially_assembled)

(safety_check_passed)

(not (environmental_constraint_detected))

(not (human_nearby_detected)))

:effect (and (furniture_assembled)

(not (furniture_partially_assembled)))

)

(:action complete_repair

:precondition (and (repair_in_progress)

(safety_check_passed))

:effect (and (repair_completed)

(not (repair_in_progress)))
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)

(:action verify_repair

:precondition (and (repair_completed))

:effect (and (repair_verified))

)

(:action detect_hazard

:precondition ()

:effect (and (hazard_detected)

(human_notified_of_hazard))

)

(:action perform_preventative_maintenance

:precondition (and (preventative_maintenance_needed)

(safety_check_passed))

:effect (and (preventative_maintenance_completed)

(not (preventative_maintenance_needed)))

)

(:action detect_emergency_repair

:precondition ()

:effect (and (emergency_repair_needed))

)

(:action perform_emergency_repair

:precondition (and (emergency_repair_needed)

(tools_checked)
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(safety_check_passed)

(not (environmental_constraint_detected)))

:effect (and (emergency_repair_in_progress)

(not (emergency_repair_needed)))

)

(:action complete_emergency_repair

:precondition (and (emergency_repair_in_progress)

(safety_check_passed))

:effect (and (emergency_repair_completed)

(not (emergency_repair_in_progress)))

)

(:action clean_up

:precondition (and (cleaning_required))

:effect (and (cleaning_completed)

(not (cleaning_required)))

)

(:action run_diagnostics

:precondition (and (diagnostics_needed))

:effect (and (diagnostics_completed)

(not (diagnostics_needed)))

)
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;; ----- MODEL 2 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action perform_safety_check

:precondition (and (repair_detected))

:effect (and (safety_check_passed))

)

(:action request_human_intervention

:precondition (and (human_intervention_required))

:effect (and (human_feedback_received)

(not (human_intervention_required)))

)

(:action check_inventory

:precondition ()

:effect (and (inventory_checked))

)

(:action request_restock

:precondition (and (inventory_low))

:effect (and (not (inventory_low)))

)

(:action perform_maintenance

:precondition (and (maintenance_required))

:effect (and (maintenance_completed)
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(not (maintenance_required)))

)

(:action request_human_supervision

:precondition ()

:effect (and (human_supervision_requested))

)

;; ----- MODEL 3 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action inspect_tools

:precondition (and (tools_acquired))

:effect (and (tools_checked))

)

(:action detect_fire_hazard

:precondition ()

:effect (and (fire_hazard_detected)

(human_notified_of_fire_hazard))

)

(:action detect_electrical_hazard

:precondition ()

:effect (and (electrical_hazard_detected)

(human_notified_of_electrical_hazard))
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)

(:action resolve_hazard

:precondition (and (hazard_detected)

(human_notified_of_hazard))

:effect (and (not (hazard_detected))

(not (human_notified_of_hazard)))

)

(:action prioritize_tasks

:precondition (and (repair_detected)

(emergency_repair_needed))

:effect (and (task_prioritized))

)

(:action verify_emergency_repair

:precondition (and (emergency_repair_completed))

:effect (and (repair_verified))

)

(:action perform_self_maintenance

:precondition (and (self_maintenance_needed))

:effect (and (self_maintenance_completed)

(not (self_maintenance_needed)))

)
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;; ----- MODEL 4 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action handle_failed_repair

:precondition (and (repair_in_progress))

:effect (and (repair_failed)

(failure_log_updated)

(human_intervention_required)

(not (repair_in_progress)))

)

(:action trigger_emergency_alarm

:precondition (and (fire_hazard_detected)

(electrical_hazard_detected))

:effect ()

)

(:action notify_authorities

:precondition (and (fire_hazard_detected)

(electrical_hazard_detected))

:effect ()

)

(:action request_human_override

:precondition ()

:effect (and (human_override_requested))

)
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(:action log_failure

:precondition (and (repair_failed))

:effect (and (failure_log_updated))

)

(:action detect_low_battery

:precondition ()

:effect (and (low_battery_detected))

)

(:action recharge_battery

:precondition (and (low_battery_detected))

:effect (and (battery_recharged)

(not (low_battery_detected)))

)

;; ----- MODEL 5 ACTIONS -----

(:action retry_repair

:precondition (and (repair_failed)

(tools_checked)

(safety_check_passed))

:effect (and (repair_in_progress)

(not (repair_failed)))

)
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(:action resolve_environmental_constraint

:precondition (and (environmental_constraint_detected))

:effect (and (not (environmental_constraint_detected)))

)

(:action detect_human_nearby

:precondition ()

:effect (and (human_nearby_detected))

)

(:action request_human_to_move

:precondition (and (human_nearby_detected))

:effect (and (human_moved_from_area)

(not (human_nearby_detected)))

)

(:action request_pet_or_child_supervision

:precondition ()

:effect (and (pet_or_child_supervision_requested))

)

(:action cancel_emergency_response

:precondition (and (human_feedback_received)

(or (fire_hazard_detected)

(electrical_hazard_detected)))

:effect (and (not (fire_hazard_detected))

(not (electrical_hazard_detected)))
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)

)
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D.4 Household: Cleaning

The final human-robot red teamed model (in PDDL format) for the Household

Cleaning problem domain after 5 iterations, color-coded to indicate in what iter-

ation predicates and actions were introduced to the model by the team. Infor-

mation from general setup is highlighted in gray , from iteration 0 in red , from

iteration 1 in orange , from iteration 2 in yellow , from iteration 3 in green , from

iteration 4 in blue , and from iteration 5 in purple .

(define (domain household_cleaning)

(:requirements :strips)

(:predicates

;; ----- MODEL 0 PREDICATES -----

(bedroom_dirty)

(bedroom_clean)

(bathroom_dirty)

(bathroom_clean)

(kitchen_dirty)

(kitchen_clean)

(main_room_dirty)

(main_room_clean)

(floors_dirty)

(floors_clean)

;; ----- MODEL 1 PREDICATES -----

(child_present)

(pet_present)
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(chemical_exposed)

(obstacle_in_path)

(vacuum_noise_level_high)

(cleaning_in_progress_bedroom)

(cleaning_in_progress_bathroom)

(cleaning_in_progress_kitchen)

(cleaning_in_progress_main_room)

(wet_floor)

(robot_needs_recharge)

(robot_carrying_chemicals)

(robot_stuck)

(robot_emergency_stop)

(spill_detected)

(hazard_alert_issued)

;; ----- MODEL 2 PREDICATES -----

(air_quality_hazard)

(fume_detected)

(fragile_object_detected)

(fragile_object_shattered)

;; ----- MODEL 3 PREDICATES -----

(child_supervised)

(pet_supervised)

(collision_detected)

(dropped_object_detected)
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(food_waste_detected)

(loose_furniture_detected)

(cable_hazard_detected)

;; ----- MODEL 4 PREDICATES -----

(bedroom_partially_clean)

(bathroom_partially_clean)

(kitchen_partially_clean)

(main_room_partially_clean)

(floors_partially_clean)

(robot_charging)

(potential_spill_source_detected)

(fire_hazard_detected)

(gas_leak_detected)

(maintenance_task_pending)

;; ----- MODEL 5 PREDICATES -----

(robot_fully_charged)

(emergency_escalated)

(high_humidity_detected)

(mold_growth_risk)

)

;; ----- MODEL 0 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action vacuum_floors
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:precondition (and (floors_dirty)

(child_supervised)

(pet_supervised))

:effect (and (floors_partially_clean)

(vacuum_noise_level_high)

(not (floors_dirty)))

)

(:action clean_toilet

:precondition (and (bathroom_dirty)

(not (child_present))

(chemical_exposed))

:effect (and (bathroom_partially_clean)

(not (bathroom_dirty)))

)

(:action scrub_countertops

:precondition (and (kitchen_dirty)

(robot_carrying_chemicals)

(not (child_present)))

:effect (and (kitchen_partially_clean)

(not (kitchen_dirty))

(not (robot_carrying_chemicals)))

)

(:action make_bed
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:precondition (and (bedroom_dirty)

(not (child_present)))

:effect (and (bedroom_partially_clean)

(not (bedroom_dirty)))

)

(:action unclutter

:precondition (and (main_room_dirty)

(not (obstacle_in_path)))

:effect (and (main_room_partially_clean)

(not (main_room_dirty)))

)

;; ----- MODEL 1 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action pause_operation

:precondition (or (cleaning_in_progress_bedroom)

(cleaning_in_progress_bathroom)

(cleaning_in_progress_kitchen)

(cleaning_in_progress_main_room)

(child_present)

(pet_present)

(obstacle_in_path))

:effect (and (robot_emergency_stop))

)
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(:action safely_store_chemicals

:precondition (and (chemical_exposed)

(robot_carrying_chemicals))

:effect (and (not (chemical_exposed))

(not (robot_carrying_chemicals)))

)

(:action detect_spill

:precondition ()

:effect (and (spill_detected)

(wet_floor))

)

(:action alert_hazard

:precondition (or (spill_detected)

(chemical_exposed)

(wet_floor)

(obstacle_in_path)

(air_quality_hazard)

(fume_detected))

:effect (and (hazard_alert_issued))

)

(:action organize_items

:precondition (or (main_room_dirty)

(kitchen_dirty))

:effect (and (main_room_clean)
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(kitchen_clean)

(not (main_room_dirty))

(not (kitchen_dirty)))

)

;; ----- MODEL 2 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action air_quality_check

:precondition ()

:effect (and (air_quality_hazard))

)

(:action mop_floors

:precondition (and (wet_floor)

(not (child_present))

(not (pet_present)))

:effect (and (floors_partially_clean)

(not (wet_floor)))

)

(:action neutralize_fumes

:precondition (and (fume_detected))

:effect (and (not (fume_detected)))

)
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(:action absorb_chemical_spill

:precondition (and (spill_detected)

(chemical_exposed))

:effect (and (wet_floor)

(not (spill_detected))

(not (chemical_exposed)))

)

(:action contain_hazardous_chemical

:precondition (and (chemical_exposed))

:effect (and (robot_carrying_chemicals)

(not (chemical_exposed)))

)

(:action detect_fragile_object

:precondition ()

:effect (and (fragile_object_detected))

)

(:action clean_shattered_fragile_object

:precondition (and (fragile_object_shattered))

:effect (and (main_room_clean)

(not (fragile_object_shattered)))

)
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;; ----- MODEL 3 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action request_supervision_confirmation

:precondition (or (child_present)

(pet_present))

:effect (and (child_supervised)

(pet_supervised))

)

(:action detect_food_waste

:precondition ()

:effect (and (food_waste_detected))

)

(:action dispose_food_waste

:precondition (and (food_waste_detected))

:effect (and (not (food_waste_detected)))

)

(:action detect_loose_furniture

:precondition ()

:effect (and (loose_furniture_detected))

)

(:action secure_loose_furniture

:precondition (and (loose_furniture_detected))
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:effect (and (not (loose_furniture_detected)))

)

(:action detect_cable_hazard

:precondition ()

:effect (and (cable_hazard_detected))

)

(:action arrange_cables_safely

:precondition (and (cable_hazard_detected))

:effect (and (not (cable_hazard_detected)))

)

(:action detect_dropped_object

:precondition ()

:effect (and (dropped_object_detected))

)

(:action detect_collision

:precondition ()

:effect (and (collision_detected))

)

(:action clean_fragile_object_shards

:precondition (and (fragile_object_shattered)

(collision_detected))

:effect (and (main_room_clean)
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(not (fragile_object_shattered))

(not (collision_detected)))

)

;; ----- MODEL 4 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action finalize_floor_cleaning

:precondition (and (floors_partially_clean))

:effect (and (floors_clean)

(not (floors_partially_clean)))

)

(:action finalize_bathroom_cleaning

:precondition (and (bathroom_partially_clean))

:effect (and (bathroom_clean)

(not (bathroom_partially_clean)))

)

(:action finalize_kitchen_cleaning

:precondition (and (kitchen_partially_clean))

:effect (and (kitchen_clean)

(not (kitchen_partially_clean)))

)

(:action finalize_bedroom_cleaning
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:precondition (and (bedroom_partially_clean))

:effect (and (bedroom_clean)

(not (bedroom_partially_clean)))

)

(:action finalize_main_room_cleaning

:precondition (and (main_room_partially_clean))

:effect (and (main_room_clean)

(not (main_room_partially_clean)))

)

(:action detect_potential_spill_source

:precondition ()

:effect (and (potential_spill_source_detected))

)

(:action secure_potential_spill_source

:precondition (and (potential_spill_source_detected))

:effect (and (not (potential_spill_source_detected)))

)

(:action recharge_battery

:precondition (and (robot_needs_recharge))

:effect (and (robot_charging)

(not (robot_needs_recharge)))

)
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(:action complete_recharge

:precondition (and (robot_charging))

:effect (and (robot_fully_charged)

(not (robot_charging)))

)

(:action detect_fire_hazard

:precondition ()

:effect (and (fire_hazard_detected))

)

(:action alert_fire_hazard

:precondition (and (fire_hazard_detected))

:effect (and (hazard_alert_issued))

)

(:action detect_gas_leak

:precondition ()

:effect (and (gas_leak_detected))

)

(:action alert_gas_leak

:precondition (and (gas_leak_detected))

:effect (and (hazard_alert_issued))

)

(:action detect_maintenance_task
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:precondition ()

:effect (and (maintenance_task_pending))

)

(:action provide_maintenance_reminder

:precondition (and (maintenance_task_pending))

:effect (and (not (maintenance_task_pending)))

)

;; ----- MODEL 5 ACTIONS -----

(:action escalate_fire_emergency

:precondition (and (fire_hazard_detected)

(hazard_alert_issued))

:effect (and (emergency_escalated))

)

(:action escalate_gas_emergency

:precondition (and (gas_leak_detected)

(hazard_alert_issued))

:effect (and (emergency_escalated))

)

(:action escalate_emergency

:precondition (and (hazard_alert_issued))

:effect (and (emergency_escalated))
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)

(:action attempt_intervention

:precondition (or (fire_hazard_detected)

(gas_leak_detected))

:effect (and (hazard_alert_issued))

)

(:action contact_authorities

:precondition (and (emergency_escalated))

:effect (and (robot_emergency_stop))

)

(:action monitor_humidity_levels

:precondition ()

:effect (and (high_humidity_detected))

)

(:action prevent_mold_growth

:precondition (and (high_humidity_detected))

:effect (and (mold_growth_risk)

(not (high_humidity_detected)))

)

)

309



D.5 Everyday: International Travel

The final human-robot red teamed model (in PDDL format) for the Everyday

International Travel problem domain after 5 iterations, color-coded to indicate in

what iteration predicates and actions were introduced to the model by the team. In-

formation from general setup is highlighted in gray , from iteration 0 in red , from

iteration 1 in orange , from iteration 2 in yellow , from iteration 3 in green , from

iteration 4 in blue , and from iteration 5 in purple .

(define (domain everyday_international_travel)

(:requirements :strips)

(:predicates

;; ----- MODEL 0 PREDICATES -----

(plane_tickets_purchased)

(human_at_house)

(human_driving_to_airport)

(human_at_airport)

(human_at_destination)

;; ----- MODEL 1 PREDICATES -----

(travel_documentation_ready)

(baggage_packed)

(transportation_arranged)

(local_transportation_booked)

(hotel_booked)

(currency_exchanged)

(emergency_contacts_provided)
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(medical_insurance_provided)

(health_safety_recommendations_given)

(security_cleared)

(human_boarded_flight)

(customs_cleared)

(human_at_hotel)

(human_experiencing_travel_issue)

(baggage_lost)

;; ----- MODEL 2 PREDICATES -----

(itinerary_confirmed)

(flight_on_time)

(weather_checked)

(cultural_etiquette_reviewed)

(meal_preferences_coordinated)

(time_sensitive_deadlines_managed)

;; ----- MODEL 3 PREDICATES -----

(visa_valid)

(flight_delayed)

(alternative_route_available)

(jet_lag_recommendations_given)

;; ----- MODEL 4 PREDICATES -----

(visa_checked_at_destination)

(baggage_checked_in)

(flight_canceled)
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(transportation_disruption_checked)

(political_instability_checked)

(civil_unrest_checked)

;; ----- MODEL 5 PREDICATES -----

(layover_required)

(layover_completed)

(weather_impact_assessed)

(medical_requirements_validated)

(human_in_layover)

)

;; ----- MODEL 0 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action purchase_plane_tickets

:precondition ()

:effect (and (plane_tickets_purchased))

)

(:action leave_house

:precondition (and (human_at_house)

(transportation_arranged))

:effect (and (human_driving_to_airport)

(not (human_at_house)))

)
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(:action arrive_at_airport

:precondition (and (human_driving_to_airport))

:effect (and (human_at_airport)

(not (human_driving_to_airport)))

)

(:action take_flight

:precondition (and (security_cleared)

(flight_on_time)

(layover_completed))

:effect (and (human_boarded_flight)

(not (human_at_airport)))

)

;; ----- MODEL 1 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action prepare_travel_documents

:precondition ()

:effect (and (travel_documentation_ready)

(visa_valid))

)

(:action pack_baggage

:precondition ()

:effect (and (baggage_packed))
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)

(:action book_transportation

:precondition ()

:effect (and (transportation_arranged))

)

(:action book_local_transportation

:precondition (and (transportation_arranged))

:effect (and (local_transportation_booked))

)

(:action book_hotel

:precondition ()

:effect (and (hotel_booked))

)

(:action manage_currency_exchange

:precondition ()

:effect (and (currency_exchanged))

)

(:action request_emergency_contacts

:precondition ()

:effect (and (emergency_contacts_provided))

)
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(:action request_medical_insurance_details

:precondition ()

:effect (and (medical_insurance_provided))

)

(:action provide_health_safety_recommendations

:precondition ()

:effect (and (health_safety_recommendations_given))

)

(:action check_in_for_flight

:precondition (and (human_at_airport)

(plane_tickets_purchased)

(time_sensitive_deadlines_managed))

:effect ()

)

(:action clear_security

:precondition (and (human_at_airport)

(time_sensitive_deadlines_managed))

:effect (and (security_cleared))

)

(:action land_at_destination

:precondition (and (human_boarded_flight))

:effect (and (human_at_destination)
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(not (human_boarded_flight)))

)

(:action clear_customs

:precondition (and (human_at_destination)

(travel_documentation_ready)

(visa_valid)

(visa_checked_at_destination))

:effect (and (customs_cleared))

)

(:action arrive_at_hotel

:precondition (and (customs_cleared)

(hotel_booked)

(human_at_destination))

:effect (and (human_at_hotel))

)

(:action handle_travel_issue

:precondition (and (human_experiencing_travel_issue))

:effect (and (not (human_experiencing_travel_issue)))

)

(:action report_lost_luggage

:precondition (and (baggage_lost))
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:effect (and (not (baggage_lost)))

)

(:action rebook_flight

:precondition (and (human_experiencing_travel_issue)

(flight_delayed)

(alternative_route_available))

:effect (and (not (human_experiencing_travel_issue)

(not (flight_delayed))

(not (alternative_route_available))))

)

;; ----- MODEL 2 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action check_weather

:precondition ()

:effect (and (weather_checked))

)

(:action review_cultural_etiquette

:precondition ()

:effect (and (cultural_etiquette_reviewed))

)

(:action coordinate_meal_preferences
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:precondition ()

:effect (and (meal_preferences_coordinated))

)

(:action manage_time_sensitive_deadlines

:precondition ()

:effect (and (time_sensitive_deadlines_managed))

)

(:action finalize_itinerary

:precondition (and (plane_tickets_purchased)

(hotel_booked)

(local_transportation_booked)

(travel_documentation_ready)

(visa_valid)

(medical_requirements_validated)

(weather_impact_assessed)

(transportation_disruption_checked)

(political_instability_checked)

(civil_unrest_checked))

:effect (and (itinerary_confirmed))

)

(:action check_flight_status

:precondition (and (plane_tickets_purchased)

(human_at_airport))
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:effect (and (flight_on_time))

)

(:action assist_airport_navigation

:precondition (and (human_at_airport))

:effect ()

)

(:action contact_local_assistance

:precondition (and (human_experiencing_travel_issue)

(emergency_contacts_provided))

:effect (and (not (human_experiencing_travel_issue)))

)

;; ----- MODEL 3 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action provide_jet_lag_recommendations

:precondition ()

:effect (and (jet_lag_recommendations_given))

)

(:action check_flight_delay

:precondition (and (plane_tickets_purchased)

(human_at_airport))

:effect (and (flight_delayed))
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)

(:action check_alternative_routes

:precondition (and (flight_delayed))

:effect (and (alternative_route_available))

)

;; ----- MODEL 4 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action verify_visa_at_destination

:precondition (and (travel_documentation_ready)

(visa_valid)

(human_at_destination))

:effect (and (visa_checked_at_destination))

)

(:action check_in_baggage

:precondition (and (baggage_packed)

(human_at_airport))

:effect (and (baggage_checked_in))

)

(:action check_transportation_disruptions

:precondition ()

:effect (and (transportation_disruption_checked))
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)

(:action check_political_instability

:precondition ()

:effect (and (political_instability_checked))

)

(:action check_civil_unrest

:precondition ()

:effect (and (civil_unrest_checked))

)

(:action check_flight_cancellation

:precondition (and (flight_delayed))

:effect (and (flight_canceled))

)

(:action rebook_flight

:precondition (and (human_experiencing_travel_issue)

(flight_delayed)

(alternative_route_available))

:effect (and (not (human_experiencing_travel_issue))

(not (flight_delayed))

(not (alternative_route_available)))

)

(:action rebook_hotel
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:precondition (and (human_experiencing_travel_issue)

(hotel_booked))

:effect (and (not (hotel_booked)))

)

;; ----- MODEL 5 ACTIONS -----

(:action validate_medical_requirements

:precondition ()

:effect (and (medical_requirements_validated))

)

(:action assess_weather_impact_on_flight

:precondition (and (weather_checked))

:effect (and (weather_impact_assessed))

)

(:action handle_layover

:precondition (and (human_boarded_flight)

(layover_required))

:effect (and (human_in_layover))

)

(:action complete_layover

:precondition (and (human_in_layover))

:effect (and (layover_completed)
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(not (human_in_layover)))

)

)
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D.6 Everyday: Vehicle Maintenance

The final human-robot red teamed model (in PDDL format) for the Everyday

Vehicle Maintenance problem domain after 5 iterations, color-coded to indicate in

what iteration predicates and actions were introduced to the model by the team. In-

formation from general setup is highlighted in gray , from iteration 0 in red , from

iteration 1 in orange , from iteration 2 in yellow , from iteration 3 in green , from

iteration 4 in blue , and from iteration 5 in purple .

(define (domain everyday_vehicle_maintenance)

(:requirements :strips)

(:predicates

;; ----- MODEL 0 PREDICATES -----

(vehicle_has_gas)

(vehicle_tires_full)

(vehicle_locked)

(human_has_keys)

;; ----- MODEL 1 PREDICATES -----

(vehicle_needs_gas)

(vehicle_tires_low_pressure)

(vehicle_has_flat_tire)

(vehicle_engine_working)

(vehicle_battery_charged)

(vehicle_battery_dead)

(vehicle_brakes_functional)

(vehicle_check_engine_light_on)
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(vehicle_oil_level_good)

(vehicle_oil_low)

(vehicle_coolant_level_good)

(vehicle_needs_maintenance)

(vehicle_headlights_functional)

(vehicle_safe_to_drive)

(vehicle_in_garage)

(vehicle_at_gas_station)

(robot_has_diagnostic_tool)

(robot_detected_issue)

(robot_can_perform_fix)

(robot_connected_to_external_services)

(emergency_roadside_assistance_contacted)

(weather_conditions_monitored)

(vehicle_components_checked_for_wear)

;; ----- MODEL 2 PREDICATES -----

(vehicle_fuel_low)

(vehicle_battery_low)

(vehicle_in_motion)

(vehicle_tire_pressure_optimal)

(robot_recommended_fix_accepted)

(vehicle_onboard_diagnostics_checked)

(predictive_maintenance_scheduled)
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;; ----- MODEL 3 PREDICATES -----

(vehicle_out_of_fuel)

(human_overrides_robot_recommendation)

(external_threat_detected)

(vehicle_security_issue_detected)

(consumable_parts_checked)

;; ----- MODEL 4 PREDICATES -----

(internal_security_issue_detected)

(robot_has_jumper_cables)

(emergency_protocols_activated)

;; ----- MODEL 5 PREDICATES -----

(external_road_conditions_monitored)

(human_notified_of_road_conditions)

)

;; ----- MODEL 0 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action fill_car_with_gas

:precondition (and (or (vehicle_fuel_low)

(vehicle_out_of_fuel))

(vehicle_at_gas_station))

:effect (and (vehicle_has_gas)

(not (vehicle_fuel_low))

(not (vehicle_out_of_fuel)))
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)

(:action fill_tires_with_air

:precondition (and (vehicle_tires_low_pressure)

(not (vehicle_has_flat_tire)))

:effect (and (vehicle_tires_full)

(vehicle_tire_pressure_optimal)

(not (vehicle_tires_low_pressure)))

)

(:action lock_vehicle

:precondition (and (human_has_keys))

:effect (and (vehicle_locked))

)

;; ----- MODEL 1 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action diagnose_vehicle_issue

:precondition (and (robot_has_diagnostic_tool)

(not (human_overrides_robot_recommendation)))

:effect (and (robot_detected_issue))

)

(:action check_engine

:precondition ()
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:effect (and (vehicle_check_engine_light_on))

)

(:action check_oil_level

:precondition ()

:effect (and (vehicle_oil_level_good))

)

(:action jump_start_vehicle

:precondition (and (vehicle_battery_dead)

(robot_has_jumper_cables))

:effect (and (vehicle_battery_charged)

(not (vehicle_battery_dead)))

)

(:action replace_flat_tire

:precondition (and (vehicle_has_flat_tire)

(human_has_spare_tire)

(not (vehicle_in_motion)))

:effect (and (vehicle_tires_full)

(not (vehicle_has_flat_tire)))

)

(:action recommend_maintenance

:precondition (and (vehicle_check_engine_light_on)

(vehicle_oil_low)
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(not (human_overrides_robot_recommendation)))

:effect (and (vehicle_needs_maintenance))

)

(:action connect_to_external_services

:precondition ()

:effect (and (robot_connected_to_external_services))

)

(:action contact_emergency_roadside_assistance

:precondition (or (vehicle_battery_dead)

(vehicle_has_flat_tire)

(not (vehicle_engine_working))

(vehicle_out_of_fuel)

(internal_security_issue_detected)

(not (vehicle_brakes_functional))

(external_threat_detected))

:effect (and (emergency_roadside_assistance_contacted))

)

(:action monitor_weather_conditions

:precondition ()

:effect (and (weather_conditions_monitored))

)

(:action check_vehicle_component_wear
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:precondition ()

:effect (and (vehicle_components_checked_for_wear))

)

;; ----- MODEL 2 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action remind_to_refuel

:precondition (and (or (vehicle_fuel_low)

(vehicle_out_of_fuel))

(not (vehicle_at_gas_station)))

:effect ()

)

(:action check_battery_health

:precondition (and (not (vehicle_battery_charged)))

:effect (and (vehicle_battery_low))

)

(:action notify_human_issue

:precondition (and (robot_detected_issue))

:effect (and (robot_recommended_fix_accepted))

)

(:action block_diagnostics_while_driving

:precondition (and (vehicle_in_motion))
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:effect (and (not (robot_detected_issue)))

)

(:action check_vehicle_onboard_diagnostics

:precondition (and (robot_has_diagnostic_tool))

:effect (and (vehicle_onboard_diagnostics_checked))

)

(:action schedule_predictive_maintenance

:precondition (and (vehicle_components_checked_for_wear)

(vehicle_onboard_diagnostics_checked))

:effect (and (predictive_maintenance_scheduled))

)

(:action assist_with_minor_repairs

:precondition (and (robot_can_perform_fix))

:effect ()

)

;; ----- MODEL 3 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action detect_external_threats

:precondition ()

:effect (and (external_threat_detected))

)
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(:action identify_security_issues

:precondition ()

:effect (and (vehicle_security_issue_detected)

(internal_security_issue_detected))

)

(:action check_consumable_parts

:precondition ()

:effect (and (consumable_parts_checked))

)

;; ----- MODEL 4 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action activate_emergency_protocols

:precondition (or (not (vehicle_safe_to_drive))

(external_threat_detected)

(internal_security_issue_detected))

:effect (and (emergency_protocols_activated))

)

;; ----- MODEL 5 ACTIONS -----

(:action monitor_external_road_conditions

:precondition ()
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:effect (and (external_road_conditions_monitored))

)

(:action notify_human_of_road_conditions

:precondition (and (external_road_conditions_monitored))

:effect (and (human_notified_of_road_conditions))

)

(:action suggest_human_contact_technical_authorities

:precondition (and (robot_detected_issue)

(not (robot_can_perform_fix)))

:effect ()

)

)
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D.7 Cinematic: Nuclear Warfare

The final human-robot red teamed model (in PDDL format) for the Cinematic

Nuclear Warfare problem domain after 5 iterations, color-coded to indicate in what

iteration predicates and actions were introduced to the model by the team. In-

formation from general setup is highlighted in gray , from iteration 0 in red , from

iteration 1 in orange , from iteration 2 in yellow , from iteration 3 in green , from

iteration 4 in blue , and from iteration 5 in purple .

(define (domain cinematic_iron_giant_missile_defense)

(:requirements :strips)

(:predicates

;; ----- MODEL 0 PREDICATES -----

(detected_missile)

(missile_disarmed)

;; predicates removed from model 0

;; (humans_safe)

;; (humans_unsafe)

;; ----- MODEL 1 PREDICATES -----

(civilians_safe)

(leaders_safe)

(military_safe)

(humans_partially_safe)

(missile_type_detected_nuclear)

(missile_type_detected_conventional)

(missile_target_identified_city)
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(missile_target_identified_military)

(robot_flight_active)

(diplomatic_talks_active)

(intelligence_gathering_active)

(cybersecurity_check_active)

(humanitarian_assistance_active)

(nuclear_containment_active)

;; ----- MODEL 2 PREDICATES -----

(ceasefire_negotiated)

(disaster_recovery_active)

(civil_unrest_mediation_active)

(preemptive_threat_disruption_active)

(advanced_medical_aid_active)

(defensive_measures_exhausted)

;; ----- MODEL 3 PREDICATES -----

(interception_failed)

(post_war_conflict_resolution_active)

(environmental_hazard_mitigation_active)

(supply_chain_logistics_active)

(psychological_social_stabilization_active)

;; ----- MODEL 4 PREDICATES -----

(hostage_rescue_active)

(civilian_evacuation_active)

(cyber_warfare_countermeasures_active)
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(infrastructure_reconstruction_active)

(long_term_conflict_monitoring_active)

(ethical_constraints_verified)

(war_ended)

(communication_active)

(all_defenses_failed)

;; ----- MODEL 5 PREDICATES -----

(diplomacy_failed)

(public_trust_government_low)

(public_trust_robot_low)

(detected_biological_threat)

(detected_chemical_threat)

(detected_emp_threat)

(human_override_active)

(civilian_unrest_active)

(human_verification_received)

)

;; ----- MODEL 0 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action verify_human_safety

:precondition (and (war_ended))

:effect (and (civilians_safe)

(leaders_safe)
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(military_safe)

(not (humans_partially_safe)))

)

(:action detect_missile_launch

:precondition (and (civilians_safe)

(leaders_safe)

(military_safe)

(human_verification_received))

:effect (and (detected_missile)

(humans_partially_safe)

(not (civilians_safe))

(not (leaders_safe))

(not (military_safe)))

)

(:action self_sacrifice_destroy_missile

:precondition (and (detected_missile)

(defensive_measures_exhausted)

(all_defenses_failed)

(human_verification_received))

:effect (and (missile_disarmed)

(civilians_safe)

(leaders_safe)

(military_safe)

(not (detected_missile))
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(not (humans_partially_safe)))

)

;; ----- MODEL 1 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action classify_missile_type

:precondition (and (detected_missile)

(communication_active)

(human_verification_received))

:effect (and (missile_type_detected_nuclear))

)

(:action identify_missile_target

:precondition (and (detected_missile)

(human_verification_received))

:effect (and (missile_target_identified_city))

)

(:action deploy_interceptors

:precondition (and (detected_missile)

(not (interception_failed))

(human_verification_received))

:effect (and (missile_disarmed)

(not (detected_missile)))

)
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(:action engage_in_diplomacy

:precondition (and (detected_missile)

(ceasefire_negotiated)

(public_trust_government_low))

:effect (and (diplomatic_talks_active))

)

(:action broadcast_warning

:precondition (and (detected_missile))

:effect (and (humans_partially_safe)

(ceasefire_negotiated)

(civilians_safe)

(leaders_safe))

)

(:action take_flight

:precondition ()

:effect (and (robot_flight_active))

)

(:action intercept_missile_midair

:precondition (and (robot_flight_active)

(detected_missile)

(human_verification_received))

:effect (and (missile_disarmed)

(not (detected_missile)))

)
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(:action gather_intelligence

:precondition ()

:effect (and (intelligence_gathering_active))

)

(:action conduct_cybersecurity_check

:precondition ()

:effect (and (cybersecurity_check_active))

)

(:action provide_humanitarian_assistance

:precondition ()

:effect (and (humanitarian_assistance_active))

)

(:action activate_nuclear_containment

:precondition (and (missile_type_detected_nuclear)

(interception_failed))

:effect (and (nuclear_containment_active))

)

;; ----- MODEL 2 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action assist_disaster_recovery
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:precondition ()

:effect (and (disaster_recovery_active))

)

(:action mediate_civil_unrest

:precondition ()

:effect (and (civil_unrest_mediation_active))

)

(:action disrupt_preemptive_threat

:precondition ()

:effect (and (preemptive_threat_disruption_active))

)

(:action provide_advanced_medical_aid

:precondition ()

:effect (and (advanced_medical_aid_active))

)

;; ----- MODEL 3 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action intercept_missile_midair_failure

:precondition (and (robot_flight_active)

(detected_missile))

:effect (and (interception_failed))
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)

(:action resolve_post_war_conflict

:precondition ()

:effect (and (post_war_conflict_resolution_active))

)

(:action mitigate_environmental_hazards

:precondition ()

:effect (and (environmental_hazard_mitigation_active))

)

(:action manage_supply_chain_logistics

:precondition ()

:effect (and (supply_chain_logistics_active))

)

(:action stabilize_psychological_social_wellbeing

:precondition ()

:effect (and (psychological_social_stabilization_active))

)

;; ----- MODEL 4 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action rescue_hostages
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:precondition ()

:effect (and (hostage_rescue_active))

)

(:action evacuate_civilians

:precondition ()

:effect (and (civilian_evacuation_active))

)

(:action counter_cyber_warfare

:precondition ()

:effect (and (cyber_warfare_countermeasures_active))

)

(:action assist_infrastructure_reconstruction

:precondition ()

:effect (and (infrastructure_reconstruction_active))

)

(:action monitor_long_term_conflict

:precondition ()

:effect (and (long_term_conflict_monitoring_active))

)

(:action verify_ethical_constraints

:precondition ()

:effect (and (ethical_constraints_verified))
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)

;; ----- MODEL 5 ACTIONS -----

(:action engage_in_diplomacy_failure

:precondition (and (public_trust_government_low))

:effect (and (diplomacy_failed))

)

(:action detect_biological_threat

:precondition ()

:effect (and (detected_biological_threat))

)

(:action detect_chemical_threat

:precondition ()

:effect (and (detected_chemical_threat))

)

(:action detect_emp_threat

:precondition ()

:effect (and (detected_emp_threat))

)

(:action activate_human_override

:precondition ()
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:effect (and (human_override_active))

)

(:action mitigate_civilian_unrest

:precondition (and (civilian_unrest_active))

:effect (and (civil_unrest_mediation_active)

(not (civilian_unrest_active)))

)

)
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D.8 Cinematic: AI Captain

The final human-robot red teamed model (in PDDL format) for the Cinematic

AI Captain problem domain after 5 iterations, color-coded to indicate in what

iteration predicates and actions were introduced to the model by the team. In-

formation from general setup is highlighted in gray , from iteration 0 in red , from

iteration 1 in orange , from iteration 2 in yellow , from iteration 3 in green , from

iteration 4 in blue , and from iteration 5 in purple .

(define (domain cinematic_space_odyssey_spaceship_crew_operations)

(:requirements :strips)

(:predicates

;; ----- MODEL 0 PREDICATES -----

(crew_physical_health_checked)

(crew_mental_health_checked)

(crew_inside_spaceship)

(crew_outside_spaceship)

;; ----- MODEL 1 PREDICATES -----

(airlock_depressurized)

(airlock_pressurized)

(crew_suited_for_eva)

(transport_destination_safe)

(life_support_nominal)

(communication_nominal)

(crew_emergency_detected)

(health_monitoring_scheduled)

346



(environmental_hazard_detected)

(inventory_oxygen_nominal)

(inventory_food_nominal)

(inventory_medical_kits_nominal)

(crew_location_control_room)

(crew_location_medical_bay)

(crew_location_engineering)

(crew_location_living_quarters)

(mission_phase_prelaunch)

(mission_phase_surface_exploration)

(mission_phase_return)

;; ----- MODEL 2 PREDICATES -----

(crew_fatigue_monitored)

(crew_hydration_checked)

(crew_nutrition_checked)

(radiation_hazard_detected)

(robot_diagnostics_nominal)

(crew_morale_nominal)

(eva_suit_integrity_checked)

(autonomous_repairs_performed)

;; ----- MODEL 3 PREDICATES -----

(life_support_failure_detected)

(systems_malfunction_detected)

(robot_malfunction_detected)
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(medical_emergency_resolved)

(hazard_response_initiated)

(hazard_communicated_to_ground_control)

(crew_override_active)

(ground_control_override_active)

(human_verification_received)

;; ----- MODEL 4 PREDICATES -----

(hazard_mitigation_successful)

(crew_transport_verified)

(medical_intervention_verified)

(power_nominal)

(power_critical)

(air_quality_nominal)

(air_quality_hazard_detected)

(redundant_system_nominal)

(redundant_system_failure_detected)

(ai_self_correction_initiated)

;; ----- MODEL 5 PREDICATES -----

(communication_delayed)

(hazard_mitigation_verified)

(emergency_resolved_verified)

(environmental_conditions_tracked)

(environmental_conditions_reported)
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)

;; ----- MODEL 0 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action monitor_crew_physical_health

:precondition (and (crew_inside_spaceship)

(health_monitoring_scheduled))

:effect (and (crew_physical_health_checked))

)

(:action monitor_crew_mental_health

:precondition (and (crew_inside_spaceship)

(health_monitoring_scheduled))

:effect (and (crew_mental_health_checked))

)

(:action transport_crew_to_destination

:precondition (and (crew_inside_spaceship)

(airlock_depressurized)

(crew_suited_for_eva)

(transport_destination_safe)

(eva_suit_integrity_checked))

:effect (and (crew_outside_spaceship)

(crew_transport_verified)

(airlock_pressurized)

(not (crew_inside_spaceship))
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(not (airlock_depressurized)))

)

;; ----- MODEL 1 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action detect_emergency

:precondition ()

:effect (and (crew_emergency_detected))

)

(:action resolve_emergency

:precondition (and (crew_emergency_detected)

(medical_intervention_verified))

:effect (and (medical_emergency_resolved)

(emergency_resolved_verified)

(not (crew_emergency_detected)))

)

(:action verify_action_success

:precondition (and (human_verification_received))

:effect (and (crew_transport_verified)

(medical_intervention_verified)

(hazard_mitigation_successful)

(hazard_mitigation_verified))

)
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(:action monitor_life_support_systems

:precondition ()

:effect (and (life_support_nominal)

(not (life_support_failure_detected)))

)

(:action assist_medical_emergency

:precondition (and (crew_emergency_detected))

:effect (and (medical_intervention_verified))

)

(:action detect_environmental_hazards

:precondition ()

:effect (and (environmental_hazard_detected))

)

(:action manage_inventory

:precondition ()

:effect (and (inventory_oxygen_nominal)

(inventory_food_nominal)

(inventory_medical_kits_nominal))

)

;; ----- MODEL 2 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations
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(:action monitor_crew_fatigue

:precondition (and (crew_inside_spaceship))

:effect (and (crew_fatigue_monitored))

)

(:action check_crew_hydration

:precondition (and (crew_inside_spaceship))

:effect (and (crew_hydration_checked))

)

(:action check_crew_nutrition

:precondition (and (crew_inside_spaceship))

:effect (and (crew_nutrition_checked))

)

(:action check_eva_suit_integrity

:precondition (and (crew_suited_for_eva))

:effect (and (eva_suit_integrity_checked))

)

(:action perform_self_diagnostics

:precondition ()

:effect (and (robot_diagnostics_nominal)

(not (robot_malfunction_detected)))

)

(:action check_crew_morale
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:precondition (and (crew_inside_spaceship)

(health_monitoring_scheduled))

:effect (and (crew_morale_nominal))

)

(:action detect_radiation_hazard

:precondition ()

:effect (and (radiation_hazard_detected))

)

(:action perform_autonomous_repairs

:precondition (and (robot_diagnostics_nominal)

(systems_malfunction_detected))

:effect (and (autonomous_repairs_performed)

(not (systems_malfunction_detected)))

)

(:action alert_crew_of_hazard

:precondition (and (environmental_hazard_detected)

(radiation_hazard_detected))

:effect (and (hazard_response_initiated))

)

;; ----- MODEL 3 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations
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(:action communicate_hazard_to_ground_control

:precondition (and (hazard_response_initiated))

:effect (and (hazard_communicated_to_ground_control))

)

(:action crew_override

:precondition ()

:effect (and (crew_override_active))

)

(:action ground_control_override

:precondition ()

:effect (and (ground_control_override_active))

)

;; ----- MODEL 4 ACTIONS -----

;; preconditions/effects updated as needed throughout later iterations

(:action check_power_system_status

:precondition ()

:effect (and (power_nominal)

(not (power_critical)))

)

(:action check_air_quality

:precondition ()
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:effect (and (air_quality_nominal)

(not (air_quality_hazard_detected)))

)

(:action check_redundant_systems

:precondition ()

:effect (and (redundant_system_nominal)

(not (redundant_system_failure_detected)))

)

(:action initiate_ai_self_correction

:precondition (and (robot_malfunction_detected))

:effect (and (ai_self_correction_initiated))

)

;; ----- MODEL 5 ACTIONS -----

(:action mitigate_hazard

:precondition (and (environmental_hazard_detected))

:effect (and (hazard_mitigation_successful)

(not (environmental_hazard_detected)))

)

(:action resolve_radiation_hazard

:precondition (and (radiation_hazard_detected))

:effect (and (hazard_mitigation_successful)
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(not (radiation_hazard_detected)))

)

(:action restore_life_support

:precondition (and (life_support_failure_detected))

:effect (and (life_support_nominal)

(not (life_support_failure_detected)))

)

(:action track_environmental_conditions

:precondition ()

:effect (and (environmental_conditions_tracked))

)

(:action report_environmental_conditions

:precondition (and (environmental_conditions_tracked))

:effect (and (environmental_conditions_reported))

)

)
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Appendix E

Human-Robot Red Teaming Risk Mitigation Experiments

We present more detailed information about the human-robot red teamed risk

assessment experiments and results described in Section 5.8.3. The iMETRO robot

performed tasks as if in a lunar habitat environment. See Table E.1 for information

about the lunar habitat trials. The Valkyrie robot performed tasks as if in a

household environment. See Table E.2 for information about the household trials.

Both environments had varied definitions of safety and each robot had different

risk mitigating actions based on its embodiment. In each environment, we note the

hazardous conditions present, the ground-truth risk mitigating action determined by

the human-robot red team, and the actual action the robot executed based on its

learned risk assessments. The hazard conditions for each trial are indicated by check

marks, and the actions are color coded to highlight the different actions for each

trial. These tables supplement the summary results presented in Table 5.7.
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Hazardous Conditions Risk Mitigation
Trial Human Object Object Expected Executed Action
# Present Fell Collision Action Action Accuracy

1 ✓ - - Abort Abort 1
2 - ✓ - Ask Help Ask Help 1
3 - - ✓ Teleop Teleop 1
4 ✓ ✓ - Abort Abort 1
5 ✓ - ✓ Abort Abort 1
6 - ✓ ✓ Ask Help Ask Help 1
7 ✓ ✓ ✓ Abort Abort 1

Lunar Habitat Risk Mitigating Action Success Rate 1.00

Table E.1: Information about each sample stowage trial performed by the iMETRO
robot as if in a lunar habitat summarized in Table 5.7. The human-robot red team
determined: if a human was present, the robot should abort the task; if an object
fell, the robot should ask for human intervention for help locate the fallen object;
and if an object collision was detected, the robot should prompt the operator to
complete the task through teleoperation. We note whether the robot assessed and
performed the appropriate risk mitigating action (1 indicates correct action executed).

Hazardous Conditions Risk Mitigation
Trial Object Human Expected Executed Action
# Collision Present Action Action Accuracy

1 ✓ - Ask Help NONE 0
2 ✓ - Ask Help Ask Help 1
3 - ✓ Lower Speed Lower Speed 1
4 ✓ ✓ Ask Help NONE 0
5 ✓ ✓ Ask Help Ask Help 1

Household Risk Mitigating Action Success Rate 0.60

Table E.2: Information about each tool handoff trials performed by the Valkyrie
robot as if in a household environment summarized in Table 5.7. The human-robot
red team determined: if an object collision was detected, the robot should ask for
human intervention to help resolve the collision so the task can proceed; and if a
human was present, the robot should lower joint velocities and torques to make it
safer to operate nearby a human. Due to Valkyrie’s limited reachable workspace, we
start each trial with the tool in-hand rather than requiring the robot to pick up
the tool. Therefore, we do not consider the hazard of an object falling. We note
whether the robot assessed and performed the appropriate risk mitigating action (1
indicates correct action executed, 0 indicates invalid risk assessment). In trials where
Valkyrie failed to appropriately mitigate the risk, the robot failed to perceive the
colliding object due to lighting conditions in the testing environment.
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Relational Affordances of Object Pairs Using Transfer. IEEE Transactions on
Cognitive and Developmental Systems, 10(1):56–71, 2016.

[160] Arren J Glover and Gordon F Wyeth. Toward Lifelong Affordance Learn-
ing Using a Distributed Markov Model. IEEE Transactions on Cognitive and
Developmental Systems, 10(1):44–55, 2016.

[161] Maya Cakmak, Mehmet R Dogar, Emre Ugur, and Erol Sahin. Affordances
as a Framework for Robot Control. Proceedings of the Seventh International
Conference on Epigenetic Robotics, 2007.

[162] Troy McMahon, Odest Chadwicke Jenkins, and Nancy Amato. Affordance
Wayfields for Task and Motion Planning. IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS), pages 2955–2962, 2018.

[163] Paul Fitzpatrick, Giorgio Metta, Lorenzo Natale, Sajit Rao, and Giulio Sandini.
Learning About Objects Through Action - Initial Steps Towards Artificial
Cognition. IEEE International Conference on Robotics and Automation (ICRA),
3:3140–3145, 2003.

[164] Meiying Qin, Jake Brawer, and Brian Scassellati. Robot Tool Use: A Survey.
Frontiers in Robotics and AI, 9, 2023.

372



[165] Zhihao Liu, Quan Liu, Wenjun Xu, Lihui Wang, and Zude Zhou. Robot Learn-
ing Towards Smart Robotic Manufacturing: A Review. Robotics and Computer-
Integrated Manufacturing, 77, 2022.

[166] Rui Li and Hong Qiao. A Survey of Methods and Strategies for High-Precision
Robotic Grasping and Assembly Tasks—Some New Trends. IEEE/ASME Trans-
actions on Mechatronics, 24(6):2718–2732, 2019.

[167] Yuze Jiang, Zhouzhou Huang, Bin Yang, and Wenyu Yang. A Review of
Robotic Assembly Strategies for the Full Operation Procedure: Planning, Ex-
ecution and Evaluation. Robotics and Computer-Integrated Manufacturing, 78,
2022.

[168] Liam Pedersen, David Kortenkamp, David Wettergreen, and I Nourbakhsh. A
Survey of Space Robotics. In Proceeding of the 7th International Symposium on
Artificial Intelligence, Robotics and Automation in Space, volume AM-11. European
Space Agency, 2003.

[169] XUE Zhihui, LIU Jinguo, WU Chenchen, and TONG Yuchuang. Review of
In-Space Assembly Technologies. Chinese Journal of Aeronautics, 34(11):21–47,
2021.

[170] Delun Li, Lou Zhong, Wei Zhu, Zhipeng Xu, Qirong Tang, and Wenhao Zhan.
A Survey of Space Robotic Technologies for On-Orbit Assembly. Space: Science
& Technology, 2022.

[171] Scott Niekum, Sachin Chitta, Andrew G Barto, Bhaskara Marthi, and Sarah
Osentoski. Incremental Semantically Grounded Learning from Demonstration. In
Robotics: Science and Systems (RSS), volume 9. Berlin, Germany, 2013.

[172] Yue Wang, Rong Xiong, Longbin Shen, Kaixiao Sun, Jiafan Zhang, and Liwei
Qi. Towards Learning from Demonstration System for Parts Assembly: A
Graph Based Representation for Knowledge. In The 4th Annual IEEE International
Conference on Cyber Technology in Automation, Control and Intelligent, pages 174–179.
IEEE, 2014.

[173] Zuyuan Zhu and Huosheng Hu. Robot Learning from Demonstration in Robotic
Assembly: A Survey. Robotics, 7(2):17, 2018.

[174] Drew McDermott. A Heuristic Estimator for Means-Ends Analysis in Planning.
Proceedings of the 3rd International Conference on Artificial Intelligence Planning
Systems (AIPS-96), pages 150–157, 1996.

[175] Malte Helmert. The Fast Downward Planning System. Journal of Artificial
Intelligence Research, 26:191–246, 2006.

[176] Leslie Pack Kaelbling and Tomás Lozano-Pérez. Hierarchical Task and Motion
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